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Abstract— In mobile ad-hoc peer-to-peer (M-P2P) networks,
economic models become a necessity for enticing non-cooptve
mobile peers to provide service. M-P2P users may issue ques
with varying constraints on query response time, data quaty of
results and trustworthiness of the data source. This work po-
poses ConQuer, which addresses constraint queries in ecang-
based M-P2P networks. ConQuer proposes a broker-based ince
tive M-P2P model for handling user-defined constraint queres.
It also provides incentives for MPs to form collaborative per
groups for maximizing data availability and revenues by mutally
allocating and deallocating data items using a royalty-basd
revenue-sharing method. Such reallocations facilitate MP in
providing better data quality, thereby allowing them to further
increase their revenues.
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Users may issue queries with varying constraints on query
response time, data quality of results and trustworthireéss
the data source. For example, someone helping an injured
person needs information concerning hospitals quicklpcke
he places more emphasis on response time. However, a mobile
user looking for a song (as in a future mobile eBay market)
generally wants good data quality (i.e., good audio quglity
and high trust (i.e., legal copyrighted song version). bigt
copies of a data item, such as a song, may exist at different
MPs with varying constraint values e.g., different dataligya
and trust values. Such copies amet replicas since their
constraint values differ. We shall henceforth use the term

Keywords: Economic model, Mobile-P2P networks, Roycopiesto distinguish such copies froneplicas.

alty model, data allocation, free-riding.

|I. INTRODUCTION

Incidentally, free-riding [3] is rampant in static P2P envi
ronments, thereby necessitating iangentive-based model to
entice non-cooperative peers. Realue-added services such
as constraint querying in M-P2P networks, incentives bezom

In a Mobile Ad-hoc Peer-to-Peer (M-P2P) network, mobilabsolutely necessary to address limited energy, memory and
peers (MPs) interact with each other in a peer-to-peer (P2Rndwidth resources of MPs for ensuring efficient and timely

fashion. Proliferation of mobile devices (e.g., laptopBAB,

guery processing. However, existing M-P2P incentive sgsem

mobile phones) coupled with the ever-increasing popylarifg] are not adequate to handle constraint queries as they do
of the P2P paradigm (e.g., Kazaa, Gnutella) strongly mteivenot consider value-added routing services.

M-P2P network applications. Incidentally, mobile devieéth

If a constraint query is processed by flooding the M-P2P

support for wireless device-to-device P2P communicatien anetwork, the user magot obtain an answer within his desired

beginning to be deployed such as Microsoft’s Zune.

timeframe and location due to mobility. On the other hand,

Suppose while driving through a busy street, John’s c#ra constraint query is processed by issuing multiple cgeeri
encounters a mechanical problem, thereby forcing him tath one constraint per query, the user could possibly vecei
stop. Hence, hergently looks for a car towing and repairingtoo many results. To obtain fewer results, the user couktsel

service, which suggests thtitneliness of data delivery is im-

the first result or he could limit the TTL (Time-to-live) ofeh

portant to him. Hereglata quality, which relates to the quality query, but this would not provide him the result satisfying h
of information concerning car towing and repairing sersiceconstraints at the cheapest price.
is also of major concerflrust associated with the peer, from For facilitating constraint queries, we propoSenQuer,

whom John would receive the data, is also important e.g.,

would place more trust on a traffic policeman.

tree main contributions of which are three-fold:
1) It proposes a broker-based incentive M-P2P model for

While cycling, suppose Jack receives a phone call from
his ailing friend Jim, who urgently needs some prescription 2)
medication from a pharmacy. Moreover, his wife may send him
a message asking him to visit a plumbing company urgently.
At the same time, Jack is looking for a fast food restaurant
as he is hungry. Thus, constraints on timeliness, datatguali
and trust are also applicable when users simultaneoushgstq
multiple pieces of information. Notably, our target apptions
mainly concern slow-moving objects e.g., cars on busy tstree
people moving in a market-place or students in a campus.
Moreover, our applications only considead-only data items.

3)

handling user-defined constraint queries.

It provides incentives for MPs to form collaborative peer
groups for maximizing data availability and revenues by
mutually allocating and deallocating data items using
a royalty-based revenue-sharing method. Such reallo-
cations facilitate MPs in providing better data quality,
thereby allowing them to further increase their revenues.
It discusses the CR*-tree, a dynamic multi-dimensional
R-tree-based index which incorporates constraints re-
lated to the data quality, trust and price of data items
for determining target peers efficiently.



Each data item in ConQuer is associated witbrige in terms I1l. QUERY PROCESSINGARCHITECTURE AND
of avirtual currency. Data item prices depend on data quality CONSTRAINT INDEXING IN CONQUER
(e.g., image resolution, audio quality) and can be detethin  Thjs section discusses the query processing architectare a
using our previous work in [5]. ConQuer requires a datggpnstraint index of ConQuer.
requesting MP to pay thprice of the data item to the data- _ _
providing MP, which entices MPs to become service-prowide/QUery processing architecture
We define theevenueof an MP as the difference between the Peer groups can be formed by existing methods. In Con-
amount of virtual currency that it earns (by providing sees Quer, any MP can act as a broker to facilitate constraint
e.g., providing data, relaying messages) and the amoutnit thajueries. For every query answered through itself, a broker
spends (by requesting services). Virtual currency is blétbor  obtains acommission from the query issuing MP, which
P2P environments since transaction costs of micro-paysneptovides an incentive for MPs to become brokers. Gateway
in real currency are generally high [7]. MPs select themselves as brokers because they can earn more
In ConQuer, MPs form groups to collaboratively reallocateevenue by intercepting and facilitating queries arrivatgor
data items using a royalty-based revenue-sharing methodgting out of their respective groups. In ConQuer, broker's
maximize data availability. This also increases revenues eommission is 10% of the price of each data item that it
MPs as they make available higher quality data items bgtrieves. To earn commission, brokers index the congsrain
removing excess low quality copies. This also enables Coof-a subset of the data items stored within their own groups
Quer to efficiently address queries involving co-relatethdaand try to keep as much information as possible about brokers
items at a single MP or within few hops of each othein other groups. To optimize memory space for index storage,
In contrast, MPs individually would store only the hot dat&rokers decide which data items to index in several ways e.g.
items to maximize their own revenues, hence relatively lebased on interests or commissions gained.
hot data items would become unavailable. This would causeEach broker has an unique identifier, designatedras
gueries with co-related data items to fail, thus resulting ker_id, which it periodically broadcasts to all the MPs (in-
lost revenues. Thus, ConQuer provides MPs with an incentigliding broker MPs) in its group. Periodically, the broker
to maximize the revenue of the group as a whole, whichith the lowest value obroker_id is automatically selected
encourages non-selfish behaviour among them. ExistenceasftheMaster Broker (MB) of its group. Periodically, all
multiple peer groups ensures non-monopolistic pricing. brokers in the group send access frequency information and
In ConQuer, peer collaboration is facilitated by broker MPgailed query statistics to MB. MB uses this information to
which collect bids from data-providing MPs and then pasmlvise MPs about the objects to be reallocated periodically
these bids to the query issuing user, who selects a single Bigch MP makes available only few data items to be shared
and pays acommission to the broker in the selected quernypased on the amount of bandwidth that it would like to share,
path. Any MP can act as a broker to earn more revenumit it has additional data items in the memory, which can be
Each broker dynamically creates and maintains its own CRrade available during reallocation. We shall henceforfarre
tree index based on the queries that it intercepts so thatdtthe data items that an MP makes available asstiered
can efficiently target MPs for answering constraint queriedata items while the additional items in the MP’s memory are
The CR*-tree indexes constraints in multi-dimensionalcgpacalled unshared data items.If an MP is currently located at
involving data quality, trust and price. the intersection of multiple groups, it can choose to be & par
Our performance study indicates that ConQuer is indeed ef-one group for the purpose of allocation and deallocation o
fective in answering constraint queries with improved cesge  data items, but it can serve as a broker for multiple groups.
time, data availability and quality, and querying hop-cisun ~ ConQuer specifies the valugQ of data quality of an item
by adopting the ideas from our previous work in [4], which
Il. RELATED WORK relatesDQ to image resolution by considering three different
The incentive scheme in [3] does not consider economvels of data quality, namelyigh, medium andlow. Thus, the
models and brokerage to combat free-riding. Incentive meckalue of DQ is assigned as follows. Fbigh data quality,DQ
anisms for static P2P networks assume peers’ availabitity a> 0.8; for medium quality, 0.5< DQ < 0.8; for low quality,
fixed topology, which makes them too static to be deploydd@ <0.5. ConQuer computes the trust values of data items
in mobile ad-hoc networks (MANETS). Interestingly, ecoby adopting the proposal in [6], which proposes a light-vléig
nomic ideas for M-P2P networks have been discussed in [8Ecentralized reputation-based trust management merhani
which proposes opportunistic dissemination of data in NRPZor ad-hoc P2P networks. ConQuer assigns the trust value
networks, while we address on-demand data disseminati@irust of a data item as follows: Fdiigh data trust'rust >
Furthermore, brokerage is not considered in [8]. 0.8; formedium trust, 0.5< T'rust < 0.8; forlow trust, T'rust
The E-DCG+ approach [2] for replica allocation in <0.5. Thus, 0< DQ, Trust < 1.
MANETs does not consider constraint queries, economicUser queries@ are of the form {Q.a, (k1,k2,...kn),
issues such as revenue models, incentives, prices of dats,it Response, DQ, Trust, pmaz }- Qia 1S the unique identifier of
and it does not determine the optimal number of requiredquery, and:; are user-specified keywordResponse is the
copies to maintain a reasonable response time. maximum tolerable query response tinieQ) is the range of



user-desired data quality;rust is the range of user's desiredmultiple data items may satisfy the range of user-specified
trust value andp,,.. is the maximum price that the user is constraints, such constraint indexing has the drawback of
willing to pay for obtaining the query result. A user spedfieunnecessarily retrievingon-queried data items, which satisfy
constraints based on his knowledge of queries that he relatfse respective ranges of user-specified constraints.

A user broadcasts his constraint quéyEach query has a To satisfy our objective of retrieving only thgueried data
TTL (time-to-live) of 8 hops. Non-broker MPs simply forwarditems that satisfy user-specified constraints, we propbee t
Q. A broker B; receiving@ checks if its index contains the CR*-tree (Constraint R*-tree), which is a multi-dimensional
data item(s) required bg) and if so, it puts itdroker_id into R*-tree-based [1] constraint index stored at each brokee T
the query message and becomes the brokepfatherwise, it constraints of each data item are represented by a point in
simply forwards the query. If a broker sees théreker_id has 3D-space wittdata quality, trust andprice as the dimensions.
already been appended @ it will simply forward ). Thus, The CR*-tree indexes this 3D-space. Non-leaf nodes of the
only a single MP can act as a broker in a given query pat@R*-tree contain entries of the forrptr, mbr, LL) where
thereby optimizing energy consumption of brokers. Howeveptr is a pointer to a child node in the CR*-tree amibr is
as () can propagate along multiple paths, multiple broke@D-MBR (minimum bounding rectangle), which covers all
albeit in different paths could procegg, thereby providing the MBRs in the child nodembr is of the form {(z.in,
better fault-tolerance against unavailability of somekers.  y..in, 2min)s @mazs Ymazs 2maz) }» the first and second terms

Each brokerB; issues a route-finding query to locate thelenoting the minimum and maximum values of the constraint
path to the target MPs likely to satisty. Then B; collects parameters in 3D-space. We specify a given data item using
bid information concerningrice, data quality and trust valuesone or more keywords. We shall henceforth use the terms
for the queried data item(s) from each target MP, and th&sywords and data items interchangeablyL L is a linked list
returns thebid information to the user. From these bids, thef such keywords withinmbr. Entries in LL are sorted in
user selects the lowest-priced bid satisfying his constisaind dictionary order to facilitate efficient retrieval.
obtains his queried data item(s) via the broker. Finallg,uker A leaf node of the CR*-tree is an array of 3D-MBRs.

pays thebroker commission to the broker. Each MBR contains entries of the fornmigr, LL;), where
_ o the form of mbr is same as that of the non-leaf nodég,; is
Indexing of Constraints in ConQuer a linked list containing entries of the fornkeyword, freg,

If each broker indexes only the data items stored at difterearr_MP), where keyword indicates the keyword of a given
MPs, constraint queries may be unnecessarily sent to M@ada item withinmbr. LL; is sorted in dictionary order of
containing the queried data items, but not satisfying ttibe keywords.freq is the number of timekeyword occurs
user-specified constraints. This motivates constraingxirdy. within mbr. arr_MP is an array of the MPs that store the data
Query response time constraint cannot be indexed sincegtém. Thus, brokers process constraint queries by issuig 3
depends upon network conditions. But the constraints window queries on the CR*-tree. Brokers can reject unreelis
data quality, trust and price can be indexed since they areuser queries based on their knowledge.
relatively static as they depend solely upon the data itdmsT
constraints of each data item can be specified as a pointl'¥h CONQUER: A PEER GROUP-BASED INCENTIVE MODEL
3D-space, the dimensions beidgta quality, trust and price. FOR CONSTRAINT QUERYING IN M-P2PNETWORKS
Constraint indexes are constructed by brokers based oregquer

) ) : Thi tion first di d thod in which all
that they intercept, hence indexes may differ across bsoker, 15 section Tirst discusses a greedy method 1h which a

MPs try to maximize their own revenues. To address the

Queries are of the form: < data quality range>, <data item price range> deficiencies in the greedy method, we propose the peer group-

e - S ] based method deployed by ConQuer for improving the overall
) o 3 data availability, data quality and MP revenues.

Greedy method: Care-About-Me (CAM)

Under the CAM method, each MK tries to make available
777777777777777777 . only those data items that will maximize its revenue. Let
Qa:(0:2-04. (0.2-0. . . the data items stored &/ constitute a listD. M sorts D

0.
Data item
Price

0.4 -

0.2 -

o oz o4 os o8 10 in descending order of a parameter which quantifies the
revenue-earning potential of a given data iteid. greedily
Fig. 1. Constraints in 2D-space fills up its available memory space with data items frém

(starting from the item with highest value ¢§ until it has no
For clarity, Figure 1 provides the intuition concerning hovavailable memory space. While traversibg if M encounters
to index constraints in 2D-space witlata item price anddata a data item, whose size is larger than its available memory
quality as the dimensions. Each point in Figure 1 indicatespace, it skips to the next item iP. Let access frequency
the constraints of a given data item, whild to Q4 represent and price of data itemin D beacc; andp; respectively:y is
constraint queries with the queried ranges in parenth8sese computed as Gcc; X p;/ size; ), wheresize; is the size ofi.



Observe that CAM may lead to the duplication of the hathich replaced asstore-MPsandreplace-MPsrespectively.
data items across several neighbouring MPs, while othersiteUsers generally want high quality data items, hence access
would become unavailable due to memory space constraifresquencies for high quality items is much higher than fav lo
of the MPs, thereby decreasing overall data availabilityisT quality items. Thus, an MP storing a high quality copy of an
would also reduce the revenues of individual MPs due ttem generally earns higher revenues due tilan an MP that
the total revenue for the hot data items being divided amostpres a low quality copy of. Hence, CAG's selection of the
neighbouring MPs and/or due to query failures related to thep-K revenue-earners for essentially implies that during
unavailable data items. Existing approaches [2], whiobcalle data reallocation, CAG replaces excess low-quality copies
replicas based on access frequencies of data items, camiote keeping the high quality copies, thereby implyingttha
reconcile such redundancy due to greedy behaviour of MPEAG improves the average data quality.

) If the store-MPs pay a percentage of the revenues that
Peer group-based method: Care-about-Groups (CAG) they earned from:i to the replace-MPs, it would not be

To address the deficiencies of the CAM method above, W@onomically viable. This is because replace-MPs would not
propose CAG, which provides incentives for enticing MPs ifgree to give up their ‘hot’ data items just for receivingyoal
a group to store different (possibly co-related) data iterBs small percentage of the revenues (as royalty) since theydwou
well as improve data quality of existing items. want to earn as much revenue as they were earning earlier by

Estimating the number of copies for a data item:CAG  storing the ‘hot’ data items. On the other hand, if the replac
needs to determine the number of copies for a given data itffps demand the amount of revenue that they were earning
because eliminating all duplicates could cause querieB Wiarlier fromi, there would be no benefit for the store-MPs.
response time constraints to fail. Recall that all brokarthie Replace-MPs would earn some revenue by making available
group send data item access frequency information for eaglir previously unshared data items to fill up the available
query intercepted by them to the designabéaister Broker  memory space arising from replacinglo evaluate the royalty
(MB) of the group. MB computes the total access frequengéyment that must be paid by the store-MPs to a given replace-
acc; of i by summing up the individual access frequenciagp ., we compute thelifference between the lost revenues
of ¢ at each broker within the group. Given thate; is the of MpP & (due to replacing) and the revenues gained by MP
size ofi, MB initially computes the numbeK; of copies for 1 que to making available new data items.

i as (/(size; x acc;)). Then MB checks the response time Computation of lost revenue of a replaceMP & due to
constraints on the failed queries orio determine the failed deallocating i: First, we estimate the future access frequency
query (onq), which had the lowest response time constraigf ; quring the next reallocation period. SuppaBe; is the
Trmin- MB also det'ermmes the current average response timgning probability of accesses to data itérat MP k during
Ta,’vg of queries on. Then MB computes the optimal numbege previous- reallocation periodsr(= 4 was found to be a
K of copies ofi as follows: reasonable value for our applications)is the time of latest
K! = Ki(1 4 [(Tavg — Tonin)/Tavg 1) (1) access t_a‘, andt; was the time when was .accessed QUring
the previous set of time periods. The running probabikfy,
where K is the required number of copies afhence K] —  of the data itemi being accessed at a replace-MRiuring

K;) additional copies of need to be made available. the next periodic interval is computed as follows:
Royalty-based Revenue-sharing method for peer groups:
Suppose: MPs in a group are currently making available the P, = (C/(t—t))+(1—-C) x Py 2)

data item:. In practice,;n would be typically much higher than
K| (evaluated from Equation 1) since initially, most of thavhereC is a constant quantifying how much emphasis is given
MPs would make available copies of the same hot data itemasthe previous probability of accessesitvhen computing
to maximize their own revenues as in the CAM methodn(If P/, . Preliminary experiments revealed tiizt0.5 is a reason-
equalsK’, no action needs to be taken.)rfexceedsk’;, we able value for our M-P2P application scenarios, hence wi sha
proceed as follows. Given that the access frequency and pnige C' = 0.5 for this work. Thus, we compute the predicted
of i at thej*" MP j areace; ; andp; ; respectively, the revenueaccess frequency; , of i at MP k as (P}, x prevace, ),
Rev; ; generated due toat MP j equals §cc; j X p; ;). whereprevg.., ,, is the previous access frequencyicdt MP
The master broker MB sorts the MPs in descending orderduring the previous period. Given that, is the price of
of their values ofRev; ;, and selects the tof~, MPs from 4 at MP k, the lost revenue of (for the next period) due to
the sorted list. These tof7 MPs would make availablé, replacingi is (S!, x pi.x). However, since the query issuing
while the remaining+# - K/) MPs would replace their copy user would have to pay 10% broker commission for each query
of ¢ and fill in the resulting available memory space witlon i, MP k& would have received only 90% of the price of
some of their unshared data item(s). (Recall that each MP dsus MP ks actual lost revenue due to replacingwould
sharedandunshareddata items.) However, this may result irbe 0.96; , x p; ). For the nextr periods, MPk’s total lost
increasing the revenues of the MPs that makeailable, while revenueLR due to replacing is computed as follows:
decreasing the revenues of the MPs which replac®d shall
henceforth refer to the MPs that makavailable and the MPs LR = %7_;0.9% S, xpir (L+N)7F 3)
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where \ is the percentage increase or decrease in the access V. PERFORMANCEEVALUATION

frequency of the data itemi (in the most recent period) . .

as compared to the moving average of the previous set ofl OUr experiments, MPs move according to tRandom

reallocation periods) adjusts the royalty payment based oi\@YPoint Model within a region of area 1000 metresL000

the predicted increase or decrease in access frequencg in/Jigtres. In all our experiments, 20 queries/second aredssue

next 7 reallocation periods. Preliminary experiments showd® neétwork, the number of queries directed to each MP being

thatr = 4 is a reasonable value for our application scenaridi€términed by the Zipf distribution with Zipf factor (ZF) of
Computation of revenue gained by a replace-MP k due to 0.7. Bandwdth bet\(\{een MPs var.les.f_rom 2.8 Kbps to 100

making available some data items from its set of unshared Kbps, while probability of MP availability varies from 50%

data items: Recall that MPs havehared and unshared data  ™© 85%. Data ite'f“ siz;]aslvlrsnge_ frofm 502K|\3I;0 720M|73b’ Swhiled
items (see Section Ill). A given replace-MPmakes available memory space of eac varies from to - opee

some of its unshared data items to fill up the available memo?{/an MP vqries from 1 metre/s to 10 metres/s.
space due to replacing MP k selects data items, which it Our experiments consider 100 MPs. Each MP owns 4 shared

wants to make available, by examining past access statisfi@t@ ittms and 4 unshared data items. (Unshared data items
to determine items on which queries had failed. Given that play a role only for CAG during reallocation.) Among the tota

is the price of an unshared data iténat MP & and ace; is 0f 400 shared data items, the number of unique data items is
the number of times a query failed to obtaiduring the last 40- (The number of unique unshared data items is also 40.)
reallocation period, the lost revenue of the replace-Méue Hence, there are 10 copies per data item and these copies are
to a failed query on is (p; 1 X acc; k). First, MP k sorts all assigned different constraint values of data quality andttr

its unshared data items in descending order of the reven@dollows. Givery different copies of the same data item, we
lost (due to failed queries) into a list;. Then it fills up generate the data quality mix by using the Zipf distribution
its available memory space with data items frdm (starting with zipf factor of 0.7 over 3 buckets. The numbers generated

from the item with the highest value of lost revenue) until ifo" the first, second and third buckets are liow, medium and
has no available memory space. While traversingif MP & high quality respectively. The data trust mix is also generated

encounters a data item, whose size is larger than its aiailafMilarly. These constraint values of data quality andttess
memory space, it simply skips to the next itemIin. assigned randomly to the 10 copies of the same data item.

For each (previously unshared) data item now made avail-
able by MPk, k& computes its future access frequency during 1.0
the next reallocation period using Equation 2, which can be
used in this case becausavas missed, which implies that
was accessed. Now, MP computes its predicted revenue

0.6 o
gained due to making available new data items as follows:

Avg. Data quality

a=Y?

1=

1 (0.9 % p; . X ace; i) (4) 0.2+

where p; , and acc; ;; are the price and predicted access
frequency of thé** newly shared item for the next reallocation
period, whilep is the number of such newly shared items.
The factor of 0.9 arises due to the 10% broker commission as Fig. 2. Improvement of Data Quality
explained for Equation 3. For the nextperiods, MPk’s total
gained revenué& R due to making available new data items paiq item(s) to be queried are selected randomly from
is computed as follows: the entire set of data items in the M-P2P network, the Zipf
- — distribution being used for determining the number of geeri
GR = X a(1+4) ®) corresponding to each of the data items. 60% of our queries
ginvolved single data items, while the other 40% concerned
between 2 to 5 data items, as determined by a random number.
gecall that data quality and trust are in the range (0,1). We
normalized price values to be in the range of (0,1) by digdin
all prices with the price of the highest item in the network.
For each query, the constraints were generated by selecting
RY;, = LR — GR (6) @ random number between O and 1 corresponding to each
constraint. The response time constraint for each query was
Since access frequency increases & each store-MP cannotbetween 40 seconds and 120 seconds, the exact value being
be predicted in advance®Y; is equally divided among the based on a random number. Communication range of all MPs
store-MPs. Thus, ifK] store-MPs makeé available, each of is a circle of 100 metre radiuBeriodically, every 200 seconds,
these store MPs will payRY;/K) to a given replace-MR.  the master broker MB decides whether to perform reallonatio

2 4 6 8
Time (102 S)

where the significance af and A are same as in Equation
Computation of the royalty to be paid to replace-MP & by
the store-MPs. Using Equations 3 and 5, the royalty revenu
RY; that must be paid by the store-MPs makinavailable to
the replace-MR:, which replaced, is computed as follows:
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Fig. 3. Performance of ConQuer

Performance metrics amverage response timgART) of total bandwidth are higher, thereby implying higher DA. The
a querydata availability (DA) andaverage querying traffic CR*-tree used by CAG and CAM finds target MPs efficiently,
(QTR). Supposd; is the time of query issuind; is the time so CAG and CAM incur lower QTR and ART than E-DCG+.
of completion of download of the queried data item(s) at the CAG outperforms CAM as its peer group collaboration
query issuing MP, andV, is the total number of querieBRT  via the royalty-based revenue-sharing method ensuresrbett
equals (1/Ng) Zf\i‘?l(Tf — T3)). Since our computation of data allocation, which leads to higher DA. In contrast, CAM
ART includes the time required for downloading the queriegeincourages MPs to make available only the hot data items,
data item(s), we consider ART only fenccessful queriesDA  hence less hot data items become unavailable, thus constrai
equals ( (Vs/Ng) x 100 ), whereNg is the number of queries queries with co-related data items fail due to unavailgbili
that were answered successfully, aNg is the total number of some of the data items. CAG'’s allocation enables queries
of queries.QTR is the average number of hops per query. on co-related data items to be answered at a single MP or at

Incidentally, none of the existing proposals for M-P2fnultiple MPs that are within few hops of each other, which
networks address peer group-based incentive models. &s refeduces its ART and QTR. Unlike CAM, CAG decides the
ence, we adapt the-DCG+ approach [2] to our scenario sincenumber of copies for a given data item based on response time
it is the closest to our proposefAG method. E-DCG+ is constraints posed by the queries, which optimizes its ART.
executed at every reallocation period. We also comsé

with CAM . VI. CONCLUSION

] . We have proposed ConQuer, which addresses constraint

Improvement in data quality queries in economy-based M-P2P networks. ConQuer pro-

We define average data quality asXD;)/n; ), whereD, poses a broker-based incentive M-P2P model for handling
is the value of data quality for thé" copy of a data itemi, user-defined constraint queries. It also provides incestfor
andn; is the total number of copies afin the network. We MPs to form collaborative peer groups for maximizing data
randomly selected a data item whose average data quality waailability, data quality and revenues by mutually recditing
lowi.e., 0.3. CAG’s peer group collaboration using the tya data items using a royalty-based revenue-sharing method.
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