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Abstract. Social network services (SNSs) have provided many oppor-
tunities for sharing information and knowledge in various languages due
to their international popularity. Understanding the information flow
between different countries and languages on SNSs can not only pro-
vide better insights into global connectivity and sociolinguistics, but is
also beneficial for practical applications such as globally-influential event
detection and global marketing. In this study, we characterized and at-
tempted to detect influential cross-lingual information cascades on Twit-
ter. With a large-scale Twitter dataset, we conducted statistical analysis
of the growth and language distribution of information cascades. Based
on this analysis, we propose a feature-based model to detect influential
cross-lingual information cascades and show its effectiveness in predict-
ing the growth and language distribution of cascades in the early stage.

1 Introduction

Online social network services (SNSs) have become more global and multilingual
due to their widespread adoption. Let us take Twitter as an example. As of June
2016, there were 313 million monthly active users, 79% of accounts were outsides
the United States, and more than 40 languages are supported. Other popular
SNSs, such as Facebook and Google+, have millions of monthly active users
worldwide and support many languages as well.

With easy access and less limitation, SNSs have become a new type of in-
formation platform. Posts are easily and quickly shared among users, with con-
venient functions, such as “retweet” and “mention” in Twitter and “share” in
Facebook (hereafter, referred to as reshare). A set of all subsequent reshares
starting from the root post that originally created the content is considered an
information cascade (or cascade) [4].

Along with cascade growth, some cascades can spread over different regions
and languages. We could find several internationally influential cascades. One
example is the “ALS Ice Bucket Challenge,” which went viral on social me-
dia in 2014. The hashtag of the Ice Bucket Challenge was used worldwide and
translated into other languages. As a result, this campaign attracted many par-
ticipants and successfully increased donations for ALS patients worldwide [16].
Another example, the “Oscars selfie,” became the most retweeted post in 2014
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[15], which was posted by talk show host Ellen DeGeneres on her Twitter ac-
count. People reposted and imitated this photo, diffusing them across regions and
languages at amazing speed. At the same time, DeGeneres’s selfie, taken during
the broadcast on a Samsung smart phone affected Samsung’s global marketing.

Goal In this paper, we focus on characterizing and detecting influential cross-
lingual information cascades that are widely spread and internationally reshared.
Though there has been a large amount of research on information cascades,
much of the focus has been on just predicting the cascade size and structure
[3][4][6][11][12][13]. Language is an interesting and significant, but understudied
research topic on information cascades. In this work, we define, analyze and
predict growing large cross-lingual information cascades on Twitter. We address
the following new problems: what is the linguistic properties of cascades; why
and how can information diffuse cross-linguistically and can these information
cascades be predicted in an early stage?

Motivation Understanding the cross-lingual characteristics and factors of why
information can diffuse beyond language barriers is valuable for sociological re-
search. It can help uncover the global connectivity of social networks and deter-
mine relationships among different languages and regions. In addition, accurate
prediction of influential cross-lingual information cascades in the early stage is
an important enabler of several possible applications. First, knowing the proba-
bilities of information being propagated into difference languages can be used to
generate a ranked list of issues for users providing early detection of international
breaking news and recommendation of globally-influential events. Second, know-
ing possible reaction of the multilingual users for a post that advertises a new
product, we can quickly evolve (elaborate) the marketing strategy of globally-
influential products in the global viral marketing.

Outline of results In this paper, we analyzed the information cascades from
74 million root posts among 1.5 million users based on a six-week data set ag-
gregated from Twitter. We first defined the notion of cross-lingual information
cascade on the basis of the main language of root users and resharers, and mea-
sured several statistical properties such as cross-lingual ratio (formally defined
in § 4.1) of the actual information cascades on Twitter. First, large cascades are
rare and 98% of the reshares appear within one week. Accordingly, we focused
on the cascades having size larger than ten which grew within one week. After
having observed several reshares of cascades, half of them grew 1.6 times irre-
spective of the observed number of reshares. Second, most of the information
reshares and cascades were monolingual. The mean value of the cross-lingual ra-
tio of the cascades was only about 11%. We also found that only a small fraction
of cross-lingual information cascades keeps their cross-lingual ratio over time.

Based on the above empirical observations, we define the cascade predic-
tion problem. By analyzing six types of features including content features and
language features of the root node and several observed nodes, we propose a
feature-based model to predict the size and language distribution of cascades.
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Our model detected influential cross-lingual information cascades with better
performance than a baseline which uses features for predicting cascade size [4].
The evaluation revealed that language features contributed to the improvement
for prediction accuracy both for size and cross-lingual ratio. Specially, multi-
lingual users and users having international followers are likely to produce cross-
lingual cascades.

2 Related Work

2.1 Information Cascade

The popularity of online SNSs has resulted in many new research topics of infor-
mation cascades or diffusion [12]. Some researchers analyzed and cataloged the
properties of information cascades [3][6][12][13], while others considered predict-
ing the speed, final size, and structure of cascade growth [1][4].

Existing empirical analysis of information cascades on SNSs [3][6][12][13], re-
vealed common properties of the cascades. Most cascades are small [6][13] and
usually grow in a short time [3][12]. Based on these properties, researchers have
attempted to predict the final size of cascades. They considered the cascade
prediction task as a regression problem [1][11] or binary classification problem
[4][11]. One widely used approach to predicting cascade size is the feature-based
method [4]. These studies extracted an exhaustive list of potentially relevant fea-
tures, mainly including content, root user, and network-structural and temporal
features. They then applied various learning algorithms to predict cascade size.

Although the increasing multilingual Web indicates the increasing impor-
tance of multilingual/cross-lingual studies on information cascades, little work
has been done on their cross-lingual behaviors. In this work, we studied cross-
lingual characteristics of information cascades.

2.2 Language Community

Several recent studies have examined language distribution and multilingualism
in global SNSs [5][8]. Multiple languages are used in global SNSs, and Hale [8]
found that 11% of users are multilingual and use more than two languages in
Twitter. Social network services are international in scope, but not as multi-
lingual as they should be [7]. Distance and language serve as barriers in social
communication [7][9]. They lead to networks having many isolated clusters or
groups of individuals with the same language called language communities [9].
Most content is only shared within communities.

Some researchers analyzed the role of multilingual users [5][8] and languages
[8][9] in language communities. Social network analysis of multilingual users indi-
cates that multilingual individuals can help diminish the barriers among different
language communities [5]. When users form cross-language communities, these
users are likely to engage in larger languages, particularly, English [8]. These
studies did not analyze in detail the linguistic influence on information cascades,
but have inspired us to argue that large languages and multilingual users may
contribute to cross-lingual information cascades.
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3 Twitter Datasets

3.1 Data Collection

Twitter is one of the most global and multilingual SNSs and its data is publicly
available through Twitter API.3 We have crawled for more than six years worth
of Twitter data using Twitter API from 2011. Our crawling started from 26
famous Japanese users by obtaining their past timelines. We then repeatedly
expanded the set of users by following retweets and mentions appearing in their
timelines. We continuously expanded users and tracked their timelines. Since we
did not limit the language and country of users during expansion, most languages
on Twitter were included in the dataset.

Our archive included more than 2 billion tweets and 1.5 million users from
March 1 to July 5, 2014. We used tweets from March 1 to May 31 to analyze
users and their friendship properties. Based on the user network, we observed
the information cascades in tweets from June 1 to July 5.

3.2 Language Detection

Most research on social network analysis has been focused on a single language,
regardless of its multilingual characteristic. As a multilingual platform, Twit-
ter has supported more than 40 languages. We identified the language of each
tweet using the Language Detection API4 developed by Nakatani, the precision
of which reaches 99% for 53 types of languages on long, clean text such as news
articles. Because language identification is difficult in noisy, short text like tweets
[14], we temporally removed less language-dependent strings such as URLs, hash-
tags, and mentions from the text of tweets and detected the languages of tweets
containing more than 20 characters. This pre-processing cut only 0.8% of tweets.

After detecting the languages of the tweets, we built a language profile for
each user. For each user ui, we counted the frequency of each language in their
tweets and built a language distribution vector, Li = (f(l1), f(l2), · · · , f(l53)).
Then we defined the main language of user and determined whether a user is
multilingual. The main language of a user is defined as the language that is most
frequently used in user’s tweets. Table 1 shows the language distribution of tweets
and languages from March 1 to May 31. The first two columns show the frequency
and proportion of the top-10 languages of tweets, ordered by decreasing number,
and the distribution of users’ main language is shown in the last two columns.

A monolingual user is he/she who uses only one language and a multilingual
user is he/she who uses two or more languages. Due to the difficulties in language
detection for short text Twitter, it is useful to set a threshold to determine
whether a user uses a certain language. For each user, the usage rate of each
language is defined as the percentage of that language in the user’s tweets. In
this study, one user is considered to use a certain language when the usage rate

3 https://dev.twitter.com/overview/api
4 https://github.com/shuyo/language-detection
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Table 1. Top-10 languages used in tweets and as main languages by users.

Language # of Tweets(K) % # of Users(K) %

English 534,683 38.8 583 39.2

Japanese 316,902 23.0 433 29.2

Arabic 138,139 10.0 157 10.6

Spanish 81,103 5.89 73 4.92

French 60,263 4.37 67 4.55

Thai 59,101 4.29 32 2.14

Indonesian 41,062 2.98 53 3.55

Portuguese 23,157 1.68 15 0.99

Korean 15,235 1.11 18 1.20

Dutch 15,125 1.10 8 0.56

and number of tweets is more than 20% and 4. The usage rate of languages other
than the main language is defined as the multilingual ratio of the user. Among
all users in our dataset, 8% met our requirement for multilingual users.

Because we initially expand users from 26 Japanese users, the percentage
of Japanese tweets was a little higher than that in related studies. However,
the top-10 languages were in line with those studies [5][8][10], which shows our
dataset is a reasonable subset of Twitter for studying of cross-lingual cascades.

4 Information Cascades

4.1 Definitions

Twitter allows convenient conventions, such as “retweet” and “mention.” If user
uj retweeted or mentioned a tweet of user ui, user ui is called the root user and
user uj is called a resharer. Accordingly, the retweet or mention is called the
information reshare (or reshare) and the tweet of the root user is called the root
tweet. A set of all subsequent reshares starting from the root tweet that originally
created the content is considered as an information cascade (or cascade) and the
number of reshares in one information cascade is defined as cascade size k.

A majority of reshares are done by retweets that just copy the content of the
root tweet. Therefore we cannot observe changes in language by retweets even
when they are done by foreign users. Instead of observing changes in language,
we define the monolingual/cross-lingual information cascades based on the main
language of users.

Definition 1. Monolingual information cascade If the main languages of
all resharers in a cascade is the same as that of the root user, the cascade is
called a monolingual information cascade.

Definition 2. Cross-lingual information cascade If a cascade contains a
resharer whose main language differs from that of the root user, the cascade is
considered a cross-lingual information cascade.
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Fig. 1. Cumulative distribution function (CDF) of final cascade size (left) and final
cross-lingual ratio of information cascades (right).

Accordingly, the language distribution of each cascade refers to the fraction
of resharers grouped by their main languages in one cascade. The proportion of
cross-lingual resharers in a cascade is defined as the cross-lingual ratio rk(>0).
For a monolingual cascade, rk is 0.

4.2 Cascade Properties

We extracted 74 million information cascades from June 1 to July 5, 2014 and
investigated the distribution of their cascade size. Information cascades follow
a heavy-tailed distribution and large information cascades are quite rare, as
has been confirmed in the literature [4][12]. 96% of cascades had less than five
reshares and only 2% of cascades consisted of more than ten reshares. We in-
vestigated how soon information reshares appears and an information cascade
grows. By observing the time intervals between each reshare and root tweet in
June, we found that only less than 2% of the reshares occurred after one month.
For the cascades which root tweets appeared during June 1 to 7, we observed the
cascade size during one month and investigated the speed of cascade growth and
found that 98% of the cascades grew within one week and tended to stabilize
after one week.

Distribution of cascades According to the above size and speed analysis
of cascades, we define one week as the duration of cascade growth and define
the final cascade size g(k) as the size of reshares in a cascade after one week
has passed since the root tweet is posted. Similarly, the final cross-lingual ratio
f(rk) is ratio of cross-lingual reshares after one week. For the following analysis,
we selected about 1.4 million cascades with the final cascade size g(k) larger
than ten and the root tweets of which appeared during June 1 to 28 for . The
distribution of the g(k) and f(rk) is shown in Fig. 1.

Fig. 1(a) shows the cumulative distribution function of cascade size. Less
than 10% of cascades will exceed 100 and large cascades are really rare. From
Fig. 1(b), we can observe that more than half of the cascades were monolingual.
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Fig. 2. Box-plot of g(k) and f(rk) after observing k reshares.

The median value of the cross-lingual ratio was 0 and the mean value of f(rk) was
just 11%. This means that predicting cascades with high f(rk) is quite difficult.

Final size of cascades In order to detect influential cross-lingual cascades
in the early stage, we observed the first k reshares of a cascade and the final
cascade size g(k) [4]. This allowed us to study how cascade growth varies with
k. From a box-plot of g(k) after observing the first k reshares (Fig 2 (a)), we
found that the median value of g(k) is about 1.6 times that of k and the mean
value of g(k) is 2.5 times that of k. This indicates that there is a linear relation
between the final cascade size and firstly-observed reshares.

Final cross-lingual ratio of cascades Similarly to the analysis of cascade
growth, we observed the correlation between the cross-lingual ratio rk of the
firstly-observed k resharers and the final cross-lingual ratio f(rk). Figure 2 (b)
shows a box-plot of f(rk) after observing the rk of the firstly-observed ten/twenty
resharers. We found that the median value of f(rk) had a linear relationship (0.9
times) with the rk of the firstly-observed resharers. Even if we observe more k,
the median value of f(rk) would show a linear relationship with the rk of the
observed k resharers. Only about 20% of cascades will exceed the value of rk
after observing k resharers. It means that maintaining cross-lingual ratio over
time is quite difficult. We therefore focus on predicting whether f(rk) exceeds
the cross-lingual ratio rk based on firstly-observed k reshares..

4.3 Factors Behind Cross-lingual Cascades

§ 4.2 revealed that cross-lingual cascades are rare and predicting large cross-
lingual cascades is challenging. In this section, we discuss several factors of root
users and tweets that may influence cross-linguality of information cascades.

Influence of root users’ main language Commonly used languages such as
English can serve as bridges between language communities [8]. By connecting
language communities, information can spread across language barriers [5]. We
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Fig. 3. Main language of root users VS. Cross-lingual ratio of cascades.

Fig. 4. Multilingual ratio of root users VS.
average of f(rk).

Fig. 5. Multilingual ratio of root users’
neighbors VS. average of f(rk).

assume root users using different main languages have different potential to pro-
duce cross-lingual cascades. For each main language of root users, we investigated
the frequency of cascades with a varied range of f(rk) (Fig. 3).

The main language of root users affects the cross-lingual ratio of their cas-
cades. As we had expected, root users whose main language is English produce
more cross-lingual cascades than monolingual cascades and cascades with higher
f(rk) are less. Most cascades starting from root users whose main languages are
Japanese, Arabic or Thai are monolingual. The cascades of root users whose main
language is European languages and Indonesian tend to be more cross-lingual.

Influence of multilingual root users Since multilingual users may belong to
several language communities, they have the potential to propagate information
across languages. We grouped the cascades by the root users’ multilingual ratio
and calculated the average f(rk) of their cascades. The multilingual ratio of root
users has a positive correlation to the f(rk) of their cascades, as shown in Fig. 4.
The cascades from multilingual root users tend to be cross-lingual.
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Influence of internationally popular root users In some cases, root users
are not multilingual, but are internationally famous and have followers world-
wide; thus, their tweets can also be cross-lingual and influential. To define the
international popularity of users, we analyzed the directed reshare graph and
defined their monolingual and multilingual neighbors.

Reshare graph is extracted from users’ previous reshares. Nodes represents
the root user and resharers. A directed edge eij represents a user uj is the
resharer of user ui and uj is a follower of ui. We call users connected with each
user in the reshare graph as neighbors of the users. Monolingual neighbors refer
to neighbors who share one dominant main language and multilingual neighbors
refer to neighbors who share more than one language and the proportion of the
second language is larger than 0.2. The multilingual ratio of neighbors is defined
as the proportion of languages other than the dominant main language, which
reflects the internationality of the user.

We investigated the average f(rk) of cascades whose root users’ neighbors
were monolingual and multilingual (Fig. 5). Cascades from root users with a
higher multilingual ratio of neighbors had higher f(rk). In particular, multilin-
gual followers, which represent the international popularity of root users, had
higher f(rk). By analyzing the effect of the main language of root users and
multilingualism of root users and their neighbors, we found that these language
factors are important for predicting cross-lingual cascades.

Influence of content of root tweets The content or topics of tweets can be an
important factor affecting cross-lingual cascades. We extracted frequently used
words of cascades with different f(rk) and in different languages. For instance,
for cascades with f(rk) larger than 0.8, the main languages were Korean and
Thai containing keywords related to famous Korean singers and stars. Cascades
with f(rk) from 0.2 to 0.7, contained topics related to World Cup 2014 in English
and European languages. The top languages used in monolingual cascades were
English, Japanese and Arabic. The analysis of root tweets indicates that the
languages and topics of root tweets are also important for cross-lingual cascade
prediction.

Influence of network structures of root users We investigated the correla-
tion between network structure and cross-lingual ratio of cascades. We extracted
an ego network of each root user. Each node in the ego network represents a
Twitter user connected to the root user and each weighted, directed edge eij
represents the number of tweets that are authored by user i and mentions and
retweets to user j.

We extracted main features including number of nodes/edges, degree assorta-
tivity, and density or clusters of the networks, and then calculated the coefficient
correlation between these features and f(rk). As a result, root users who had
more denser networks tended to produce cross-lingual cascades.
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5 Cascade Prediction

5.1 Problem Definition

Previous studies considered the cascade size prediction task as a binary clas-
sification problem [1][11] or regression problem [4][11]. To predict both of the
cascade growth and cross-lingual ratio, we define our task as a classification
problem and regression problem.

Classification task For the influential cross-lingual cascade prediction task,
we define a binary classification problem based on whether g(k) and f(rk) will
reach threshold values after one week. Following the observations in § 4.2, this
classification problem is divided into two parts: cascade size prediction and cross-
linguality prediction.

Following previous research [4], we define the cascade size prediction task as a
binary classification problem to predict whether the g(k) of a cascade reaches the
median size (1.6 times of k) after observing the first k reshares of that cascade.

For predicting cross-lingual cascades, we predicted the f(rk) of cascades. We
define the cross-lingual ratio prediction task as a binary classification problem
to predict whether f(rk) exceeds the rk of the firstly-observed k reshares after
one week. As shown in § 4.2, the percentage of such cascades is only 20%. We
evaluated the performance of our prediction model by adjusting the task to
predict higher f(rk) from lower rk.

Regression task Besides predicting f(rk), we are also interested in predicting
the final distribution of languages in cascades. This problem can be solved by
a multi-output regression task. The model predicts the final distribution of the
resharers’ main languages.

5.2 Approach

Our approach to the cascade prediction problem is to represent a cascade by a
set of features and then use machine learning methods to predict its future size,
cross-lingual ratio and language distribution. For the classification task, we used
a linear support vector machine5 to train the classifier and performed 10-fold
cross validation to tune the parameters. In the regression task, we used multi-
output regression with random forest and the multi-output meta-estimator.6

Multi-output meta-estimator performed slightly better than random forest.
We now describe the features for prediction. The cascade size prediction

problem is not a new topic, and a previous study [4] showed the importance of
structural and temporal features of the root and first k reshares in a cascade
to predict growth. When predicting f(rk), language and content features are
important as stated in § 4.3. We grouped the features of the root post and

5 Liblinear: https://www.csie.ntu.edu.tw/ cjlin/liblinear/
6 Multi-output regression: http://scikit-learn.org/stable/modules/multiclass.html
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firstly-observed k reshares into six types: root-user, resharer, content, structural,
temporal, and language (refer to Appendix). We focus on introducing novel
language and content features in this section.

Language features From the previous section, we found that the language
features of root users are important for cross-lingual cascades. Accordingly, those
features of k resharers may also be important. Therefore, we calculated the
language features containing the main language, multilingualism, multilingual
ratio of the main language, and language distribution vector of the root user
and k resharers.

For the root users, we extracted their main language, multilingual ratio and
multilingualism of the users and their neighbors. For a more detailed language
profile, we include the language distribution vector of tweets and main language
distribution vector of their neighbors. For the resharers, we calculated the ratio of
multilingual resharers and multilingual neighbors. We also computed the average
language distribution vector of their tweets and that of their neighbors.

Content features Content is an important feature for cross-lingual cascades,
but is less relevant than user features in the cascade size prediction task [1]. We
extracted preliminary content features, e.g., the language of the root tweet and
whether it contained a hashtag, mention, and URL.

To deal with multilingual content data, we trained a topic model based on
Wikipedia articles written in the top-10 languages used in our Twitter datasets.
We grouped the multilingual articles into one document by using the inter-
language link7 of articles and modeled using Latent Dirichlet Allocation (LDA)
[2]. By testing the perplexity of several specified topic numbers, we finally chose
200 as the number of topics and inferred the probabilities of topics for each tweet
by using this multilingual LDA model.

5.3 Experiments

We extracted 1.4 million cascades larger than ten from June 1 to July 5, 2014. As
a training set, we sampled more than 300,000 cascades, the root tweets of which
appeared during June 1 to 21. As a test set, we sampled 100,000 cascades, the
root tweets of which appeared from June 22 to 28. User and structural features
were extracted from March 1 to May 31.

Predicting Influential Cross-lingual Cascades To illustrate the general
performance of the features described in the previous section, we observed the
root post and first ten reshares of the cascades and predicted whether the final
size g(k)/final cross-lingual ratio f(rk) would reach the median (1.6 ∗ 10)/cross-
lingual ratio r10 of the firstly-observed ten reshares. We trained classifiers on
the training set using 10-fold cross validation and evaluated the performance of
our model from the precision, recall, and F1-score on the test set. The baseline1

7 https://en.wikipedia.org/wiki/Help:Interlanguage links
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Table 2. Results of influential cross-lingual prediction task after observing 10 resharers.

g(k) f(rk) Model Precision Recall F1-score

>median - Baseline1 0.42 1 0.60
Baseline2 0.56 0.78 0.65

Our model 0.54 0.86 0.66

- >rk Baseline1 0.17 1 0.29
Baseline2 0.24 0.63 0.35

Our model 0.42 0.70 0.41

>median >rk Baseline1 0.12 1 0.22
Baseline2 0.27 0.37 0.31

Our model 0.26 0.59 0.36
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Fig. 6. F1-score of f(rk) prediction when using each feature type separately.

(all positive) classifies all cascades to reach the threshold. The baseline2 uses
features for growth prediction and the rk of the firstly-observed k reshares. The
overall performance of our feature-based prediction model for the final cascade
size g(k) and the final cross-lingual ratio f(rk) prediction tasks after observing
ten resharers is shown in Table 2. The proposed method performed better than
the baselines on all the tasks.

In what follows, we (1) evaluated the importance of each feature, (2) ex-
amined the predictability of cross-lingual cascades by changing the threshold
of cross-lingual ratio, and (3) examined how the prediction performance of our
model changed as more resharers were observed.

Feature importance To evaluate the importance of each feature type, we mea-
sured the performance when using each feature type separately. As shown in [4],
temporal features most significantly affected the performance of g(k) prediction,
followed by structural features. When predicting the f(rk) of cascades, we found
that language features were more effective than other features (Fig. 6). The tem-
poral and structural features were not useful for cross-lingual ratio prediction.

In addition, we measured correlation coefficient between each feature and
g(k) or f(rk). The average time interval between the first half of reshares and
average time interval beetween the rest reshares proved to be the most correlated
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Table 3. Results of f(rk) prediction with different threshold.

f(rk) Model Precision Recall F1-score

>0.1 Baseline1 0.04 1 0.08
Baseline2 0.23 0.06 0.09

Our model 0.29 0.45 0.35

>0.3 Baseline1 0.002 1 0.004
Baseline2 0.22 0.07 0.014

Our model 0.25 0.21 0.23

Table 4. F1-score of g(k) and f(rk) prediction with different k.

k task Baseline1 Baseline2 Our model

10 g(k)>median 0.60 0.65 0.66
f(rk) >rk 0.29 0.35 0.42

20 g(k) >median 0.62 0.68 0.70
f(rk) >rk 0.37 0.42 0.48

40 g(k) >median 0.61 0.70 0.72
f(rk) >rk 0.45 0.48 0.52

with g(k). Among structural features, the total number of unique followers of
the root user and first k resharers showed higher relevance than the others. For
the f(rk) of cascades, we found that the multilingual ratio of users’ neighbors
was the most significant. This was followed by the multilingual ratio of the root
user and k resharers. Among content features, we found that some of the topics,
such as music and movies, resulted in cross-lingual information cascades.

Sensitivity to threshold values We examined the sensitivity of prediction
performance to the thresholds of cross-lingual ratio. In the first experiment,
we predicted whether f(rk) would exceed the observed rk. In more realistic
applications, we would like to know whether f(rk) would exceed a constant
threshold. Since rk and f(rk) have a linear relationship, cascades having large rk
values would exceed the threshold with high probability. We thus chose cascades
with rk less than or equal to 0.1, and predicted the performance of our model
when changing the threshold value (0.1 and 0.3). As shown in Table 3, our model
performed far better than the baseline, even when the threshold was 0.3.

Sensitivity to prediction timing We examined how the prediction perfor-
mance of our model changed as more resharers were observed. Table 4 lists the
F1-scores when we changed the number of the firstly-observed resharers (k) from
10 to 80. Our model showed better prediction performance regardless of k. The
performance of the cascade size prediction slightly improved as k increased, while
that of the cross-lingual ratio prediction also improved as k increased, but the
improvement from the baselines became smaller. This is because the percentage
of cross-lingual cascades tended to increase after observing more resharers, which
made prediction easier and decreased the effectiveness of our model.
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Table 5. Mean absolute error of estimated language distribution on top-10 languages.

Language baseline our model

English 0.072 0.065
Japanese 0.022 0.020
Arabic 0.023 0.019
Spanish 0.019 0.018
French 0.027 0.025
Thai 0.038 0.032
Indonesian 0.014 0.012
Portuguese 0.015 0.013
Korean 0.013 0.012
Dutch 0.006 0.006

Predicting Language Distribution of Cascades In this experiment, a base-
line used only the main language distribution of the first ten resharers as features
for regression, whereas our model used all the features discussed in § 5.2. We
evaluated the performance in terms of the mean absolute error of regression loss
for each language. Table 5 shows the language-wise errors of the most frequent
languages. Among those top languages, the error of English was the highest,
since the most cross-lingual cascades tended to flow into English. Thai showed
relatively high error, since most of the cross-lingual cascades that started from
Korean tended to flow into Thai. As shown in Table 5, our model could con-
sistently decrease the regression loss of most top languages, and showed the
effectiveness of the proposed features.

6 Conclusions

We analyzed and detected influential cross-lingual information cascades using a
large dataset on Twitter. We studied the language usage on Twitter and observed
the growth and cross-lingual properties of information cascades. We analyzed the
factors behind cross-lingual cascades and proposed a feature-based model, which
enables the accurate prediction of size and language distribution of information
cascades that performed better than the baseline.

This study is just the preliminary stage in detecting influential cross-lingual
information diffusion. The prediction performance is still low, which means more
error analysis and more detailed observation related to cultural, content, and
structural factors is necessary. For future work, we will consider the translated
version of content and cluster the cascades written in different languages to paint
a more holistic picture of cross-lingual information diffusion.
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A List of features used for learning

Root User Features
whether a user is verified number of friends/followers/followees
number of listed/statues/favorites
number of original/total tweets
number of reshares
number of reshared tweets
Resharer Features
ratio of k resharers who are verified
average/max number of friends of k resharers
average/max number of followers of k resharers
average/max number of listed of k resharers
average/max number of statues of k resharers
average/max number of favorites of k resharers
average/max number of original tweets of k resharers
average/max number of total tweets of k resharers
average/max number of reshares of k resharers
average/max number of reshared tweets of k resharers
Content Features
language of root tweet
whether a hashtag/mention/url is contained
topic distribution of the root tweet
Structural Features
out-degree of root user and kth resharers
in-degree of root user and kth reshares
number of common followers between the root user and kth resharers
total number of unique followers of the root user and k resharers
ratio of k resharers who are not first-degree connections of the root user
Temporal Features
time interval between the root user and kth resharers
time interval between k − 1th resharers and kth resharers
average time interval between first half of reshares
average time interval between second half of reshares
Language Features
main language of root user
whether a root user is a multilingual user
usage rate of main language of the root user
whether the follower community of the root user is multilingual
whether the followee community of the root user is multilingual
language distribution of tweets of the root user
main language distribution of followers of the root user
main language distribution of followees of the root user
cross-lingual ratio of k resharers
ratio of k resharers who are multilingual users
ratio of k resharers whose follower community are multilingual users
ratio of k resharers whose followee community are multilingual users
average main language distribution of k resharers’ tweets
average main language distribution of k resharers followers
average main language distribution of k resharers followees
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