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ABSTRACT
Explainable AI (XAI) attempts to produce interpretable results from
highly complex AI systems, but its form and effectiveness vary
depending on the application domain. In this paper, we explore
how XAI techniques can help graphic designers work on advertis-
ing materials. A creative domain such as graphic design is often
characterized by a weak connection between the individual work
and the business goal; e.g., a small change in the design of a ban-
ner can result in a huge difference in the audience’s reaction. We
develop an XAI system for designers that provides visual feedback
explaining which component of the design is likely to affect the
business metric. Our user study shows that with our system, de-
signers complete the project in fewer iterations and in less time to
achieve the desired quality of work compared to naive score-based
feedback. These findings highlight the benefits of leveraging XAI
in creative domains.

CCS CONCEPTS
•Human-centered computing→ Visualization application
domains; Empirical studies in visualization; • Computing
methodologies → Graphics systems and interfaces; • Applied
computing → Arts and humanities.
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1 INTRODUCTION
With the rise of the Internet, the online advertising market has
experienced rapid growth. Machine learning models have played a
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pivotal role in this growth, facilitating tasks such as targeting audi-
ence [26], generating marketing copies [13], or bidding optimiza-
tion [21, 31]. One of the most common and important applications
in online advertising is the prediction of performance metrics such
as click-through rate (CTR) or conversion rate (CVR) for creative
work [4, 11, 18, 24, 30]. Advertising agencies use such machine
learning models for quality assessment in the creative workflow,
where designers receive instant feedback from the performance
prediction models on the quality of banner designs before the ban-
ners are delivered to advertising platforms, such as social media.
While this AI-assisted workflow helps designers of all skill levels
produce high-quality work, naive machine-learning applications
only provide numerical or categorical scores without any reasons
or factors. It can often be difficult for designers to interpret and
force designers to repeat the trial-and-error process to identify the
key scoring factor.

We believe XAI techniques can address this interpretation prob-
lem in the advertising creative workflow. Previous studies have
highlighted how explanations support humans in collaborative
tasks with AI, spanning domains such as text and tabular data clas-
sification [2, 27], childcare [33], and healthcare [1]. The particular
challenge in the creative workflow is its inherently creative nature;
there is no definitive answer, and multiple graphic designs are ac-
ceptable. In addition, in online advertising, the business outcome
depends on what campaign the project is concerned with, where
and when the ad is being served, and which audience segment is
being targeted, which is difficult for designers to account for. While
XAI has been studied for creative tasks, such as UX design [14],
games [32], or arts [3], we find that our advertising creative work-
flow presents a unique task setup to explore the use of the XAI
approach.

This paper presents a case study of the XAI application in the ad-
vertising creative workflow. We developed a visual feedback system
that provides a detailed assessment of the banner design quality,
as shown in Figure 1. Our system accepts banner designs in Adobe
Photoshop format and presents a quality score and visual feedback
of the banners. During the development, we extensively reviewed
online advertising strategies and interviewed professional graphic
designers to identify the requirements for our system. We evalu-
ated our system through a user study where we asked designers
to create a banner with a quality score higher than existing ban-
ners with our system. We recorded each step and the duration of
each designer’s iteration until they reached the goal. The results
show that our feedback system successfully supports designers in
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Figure 1: An overview of our visual feedback system for designers. For a campaign project, a designer uploads the current
banner design and gets the quality score and an explanation of what element contributed to the score. (A) The operation panel
equips designers with essential functions to select a campaign project and upload banner images. (B) The configuration table
displays campaign details, including target audiences. (C) The explanation view presents the banners and their visual feedback,
such as layer-based explanations, heat maps, and word-based explanations. A single campaign project can contain multiple
banners, but we show only one banner here for simplicity.

reaching the goal with fewer steps and less time and in identifying
design culprits.

In summary, our study provides the following contributions: the
XAI application in the advertising domain, the user study to identify
the desired feedback approach, and the empirical insights into how
XAI techniques work in the practical creative workflow.

2 BACKGROUND
In our advertising agency, graphic designers create a campaign
banner with score-based feedback from a regression model that
predicts business metrics such as CTR or CVR, which we call a
quality score. The model takes a banner image, associated textual
description, and targeting configurations such as audience demo-
graphics or budget and predicts the quality score. Figure 2 illustrates
how the model provides feedback to designers. The model is a neu-
ral network learned from historical business data and has been
in production since 2020. It has three encoders, each tailored to
a specific modality: a Convolutional Neural Network (CNN) for
banner images, a Long Short-term Memory (LSTM) for associated
text, and a Multi-Layer Perceptron (MLP) for target configuration.
The training data consists of 100,000 ads actually delivered between
June 2017 and August 2023. Each ad has a quality score based on its
actual performance on the business metric. Our score-based feed-
back system helps designers at all levels reach the required quality
of work before the actual delivery on the advertising platform. In

this paper, we specifically focus on the refinement workflow where
designers improve the existing banner designs during the campaign.
This is a common scenario in campaigns where the audience gets
bored by repeatedly seeing the same banner.

While score-based feedback effectively assesses the quality stan-
dard, designers sometimes struggle to identify influential design
components and how to modify them to improve the score. Several
studies have tried to interpret quality prediction models. Xia et
al. visualized self-attention to identify the principal modality of
inputs but did not focus on influential parts of respective banner
images [29]. Others utilized Grad-CAM [25] to visualize crucial
regions in banner images and discovered that text information no-
tably affected the model’s predictions [19]. However, these studies
mainly aid model developers in understanding what the model has
learned, unlike our study, which focuses on assisting designers in
enhancing advertising effectiveness.

3 RESEARCH QUESTIONS
The following research questions emerged in the context of incor-
porating XAI techniques into the task of improving online adver-
tisements.
Q1. Is an XAI approach effective for advertising creative workflow?
Existing literature [2, 16] indicates that explanations could poten-
tially mislead users by enhancing the human’s trust. Although Feng
et al. [6] showcase that experts tend to navigate explanations more
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Figure 2: AI-assisted advertising creative workflow. The feedback model takes a banner image, associated text, and targeting
configuration and predicts a quality score.

adeptly than non-expert users in a question-answering context,
there are limited studies addressing creative domains. We wonder
if XAI techniques can accelerate the refinement task where the goal
is to improve the existing banner design to outperform the original
quality score.
Q2. Does an XAI approach harm creativity? Another question that
naturally arises in applying an XAI approach to creative workflow
is the negative effect on creativity. A pertinent concern in the realm
of AI-enabled workflow is the potential homogenization of resulting
designs. If designers uniformly act on explanations, the resulting
outputs may lack distinctiveness and diversity. We would like to
answer if this concern is true.

4 CHOICE OF XAI APPROACHES
To determine the requirements of our system, we listed candidates
of XAI approaches and had an interview session with five designers;
a detailed account of the candidate approaches and the interview
can be found in the appendix (Section A). We selected the following
two XAI approaches for implementation based on the invaluable
feedback.
Activation maps: Activation maps [25] highlight the regions of
an image that are important for a neural network’s prediction to
help users discern which parts of the input image most influence
the classification outcome. Other studies[19] employ it for model
developers.
Feature-based approach: Banner images typically consist of multiple
layered components: a background, a product image, a market-
ing copy, and other decorative elements, as illustrated in Figure 2.
Feature-based explanation methods can identify influential features
in the model output, such as LIME [22] and SHAP [17]. We apply
these methods by treating each layer as a feature so that the XAI
system can present which layers impact the quality score most.

5 PROTOTYPE SYSTEM
As Figure 1 shows, our system lets designers explore visual expla-
nations within a particular campaign project during the refinement
task. The system comprises three components: (A) the operation
panel, (B) the configuration table, and (C) the explanation view. In
the operation panel, designers select assigned projects from the

dropdown lists and upload refined banners in Adobe Photoshop
Data (PSD) format. The configuration table shows the metadata of
a selected project so that designers can refer to details about the
target audiences or other information about the project.

The explanation view serves as a space to display all banners
within the selected project in a row format. Each banner and its
visual feedback reside within an individual panel. Designers can
scroll through the view and browse all panels. By default, these
panels are organized based on the quality scores in descending
order, as designers usually refine banners based on banners with
higher scores. Each explanation panel shows the predicted quality
score at the top and a button to download the PSD file. Designers
can download existing banners when they create a new banner. The
second row of each panel presents a banner and its visual feedback
side by side. Our system generates both feature-based explanations
and activation maps.

For the activation map, we incorporate Grad-CAM [25], which
was originally developed for classification models. We adopt Grad-
CAM for our regression model and render the explanations as heat
maps as shown in Figure 1(b). The color map is jet, where red
regions indicate increased value contributions and blue areas in-
dicate decreased value contributions. On the feature-based front,
we adopted LIME [22] and designed high-rated and low-rated lay-
ers (Figure 1(a)). LIME calculates the importance of layers, and we
selected the layers with the top N and bottom N levels of impor-
tance as the high- and low-rated layers, respectively. High-rated
layers positively affect the quality score, and low-rated layers are
the opposite. We stack and present them in a single image, respec-
tively. In this paper, we set 𝑛 to six to balance informativeness and
conciseness. The system also has two supplementary presentations
of the layer-based explanation. Hovering over the high-rated or
low-rated layers displays further details about each layer and its im-
portance of both high-rated and low-rated layers. When calculating
important layers, LIME generates perturbation images by randomly
removing several layers from the original image and then inputs
them into the model to obtain their quality score. An auxiliary on-
demand view displays the perturbation data to facilitate designers’
understanding of the layers influencing the quality score.
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Table 1: Participant profiles. We excluded Designer 6 from the study as the designer misunderstood the setting.

Designers Designer 1 Designer 2 Designer 3 Designer 4 Designer 5 Designer 6
(excluded)

Gender female female female female female male
Years of experience 3 years 2 years 3 years 3 years 1.5 years 26 years

To help designers develop appealing marketing copies embedded
within a banner, we also utilize LIME to identify influential words
for the quality score. Here, we present text associated with the
banner (See Figure 2) instead of the copy inside the image. These
texts usually span one to two sentences and offer more content than
in-banner copies. We show the associated text and LIME’s output
in the third row of each panel. The bar chart shown in Figure 1(c)
visually presents the importance of each word, with words that
enhance the quality score depicted in red, and those that diminish
the score shown in blue.

6 USER STUDY
To evaluate the practical impact of our XAI system within the
refinement task, we organized a user study. It replicated a typical
AI-enabled creative workflow.

6.1 Refinement task
Setting. We asked designers for the task of refining existing ban-

ners. Refinement is considered successful if the quality score of
a new banner exceeds the target score, which is determined by
the highest quality score among the existing banners in each cam-
paign project. Primary assets such as product photos and marketing
copies are typically designated by clients in real-world scenarios.
We mimic this situation by reusing the main photo from those in
existing banners within the same project. We asked designers to
work assuming there is no specific restriction regarding the copies
and other elements. All designers use Adobe Photoshop for the re-
finements. Designers can upload refined banners to our Web-based
feedback system at their convenience without limitation.

We set a maximum work time of 45 minutes for each project,
which is sufficient for most cases in our environment. Our system
actively displays a countdown timer in the control panel (Figure 1
A) and notifies designers either when the quality score exceeds the
target or when time runs out. At this point, we mark the task as
completed. We provided 5 business days to complete this task.

Evaluation protocol. To address Q1, we monitored the quality
scores of refined banners and the designers’ operational times,
enabling us to evaluate the refinement efficacy in terms of both the
number of iterations and the duration of the process. The number
of iterations was measured by the count of iterative edits during a
single project, and the work duration was the time from the first
material download to the final banner upload.

To address Q2, we calculated the diversity among the refined
banners. Given a group of refined banners for a certain project, we
measure the mean distance between all pairs of banners in that
group as the diversity score. As image distance, we used the L1
distance of image features and used ResNet-50 [10] pre-trained by
CLIP [20] for image feature extraction.

We compare our prototype system with the plain score-based
baseline. The baseline displays the quality scores of existing banners
and runs inference when designers upload a new banner.

Dataset and participants. For our study, we selected six campaign
projects to be delivered to a specific social media platform. Each
campaign project has six to eleven banners. We invited six pro-
fessional designers. Table 1 shows participant profiles. We select
participants based on their recent usage frequency of the score-
feedback system. We asked each participant to work on three cam-
paign projects using our XAI system and the remaining three with
the baseline system. In total, we obtained 36 refinement trials from
all the participants. Prior to the task, the participants attended a 45-
minute orientation session about the refinement task and our XAI
system. Upon completing the task, we requested the participants to
provide feedback via a questionnaire and an interview. Our study
is approved by the REB review process.

6.2 Results and analysis
6.2.1 Efficacy evaluation. Figure 3 (a) plots the cumulative distri-
bution of completion over the number of iterations, and Figure 3
(b) plots the cumulative distribution of completion over the work
duration. Note that we exclude 6 cases worked by Designer 6 (D6)
from these plots because subsequent interviews revealed that D6
mistakenly assumed that they were restricted from modifying any
given images and copies. The remaining 30 cases achieved the target
score within the time limit.

From Figure 3 (a), we can observe that participants completed
tasks in fewer iterations using our system. Notably, in 9 out of
15 cases, participants reached target scores at the first iteration
using our visual feedback system, compared to just 2 cases with the
baseline system. As for the cumulative work duration (Figure 3 (b)),
despite the additional overhead that the visual feedback system
needs to generate explanations, the overall trend leaned toward
reduced work duration when compared to the baseline system. In
our setup, the baseline took 5 to 10 seconds per upload, and our
system took up to 30 seconds to present all the visual feedback.

6.2.2 Diversity evaluation. We summarize the diversity scores in
Table 2. We performed a Welch’s t-test between the two systems’
diversity scores and found no significant differences between them
(p-value = 0.7092). We conjecture that using XAI does not necessar-
ily harm the creativity of the human designers from this experiment.

6.2.3 User satisfaction. We asked all the participants to answer
5 questions after the refinement task. We collected responses on
a 5-point Likert scale, which included the options: Agree, Some-
what Agree, Neutral, Somewhat Disagree, and Disagree. Table 3
summarizes the results of the questionnaire. The XAI system re-
ceived significantly higher ratings in the questions about whether
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Figure 3: The cumulative distributions of the number of iterations (a) and work duration (b) of each trial case. The blue lines
represent the distributions from our visual feedback system, and the gray lines represent those from the baseline system.

Table 2: Diversity score summary. The higher the value, the more diverse the result.

Project 1 Project 2 Project 3 Project 4 Project 5 Project 6 Average

Score-based feedback 26.35 23.59 18.55 32.79 32.29 43.40 29.66
Our visual feedback 27.60 30.51 43.68 29.00 25.05 31.35 31.22

designers understood where and how to improve, as shown in the
first two rows. All participants gave positive responses to our vi-
sual feedback. In contrast, all designers rated the baseline system as
Neutral or below in the question of whether they understood where
to improve, which confirmed the designers’ dissatisfaction with
the current score-based feedback. Several designers mentioned in
the interview that with the baseline method, they typically begin
the refinement by making trivial changes repeatedly to identify
areas impacting the score. With our visual explanation, participants
praised the ability to show where refinements would influence the
scores immediately, and they were able to increase the scores by
modifying or replacing low-rated layers.

We could not identify a statistically significant difference be-
tween the two systems regarding overall satisfaction, as shown in
the last three rows in Table 3. However, everyone responded that
they want to use our visual feedback system in the future, which
indicates their great satisfaction with our system.

6.2.4 Usage analysis. We discuss how designers utilized our vi-
sual feedback system. We share their preference, feedback, and the
strategies they applied to illustrate the system’s practical applica-
tion in the refinement process.

Preference for XAI approaches. We asked the designers about their
preferences and satisfaction with the layer-based and heat map ex-
planations. While designers utilized the layer-based explanations
more often, the heat maps received higher satisfaction ratings. Two
designers found that though they prefer layer-based explanations,
sometimes the layer-based method suggested trivial and unhelpful
layers, such as a part of decorations, and the heat map was partic-
ularly useful in those cases. The other designer responded that it
was still better to see multiple types of visual feedback even when
they show conflicting results. Based on the designers’ feedback,
while the layer-based explanations highlighted layers that clearly
should be refined, the heat maps seemed to suggest areas that they
would not have thought to change without the visual feedback. We

speculated that gaining such clear insights might contribute to the
high satisfaction with the heat map in the questionnaire.

The most effective or desirable method seems to depend on the
input banner, suggesting that the two XAI techniques we have
chosen help designers in complementary ways.

Refinement strategy. To understand how designers employ visual
feedback, we conducted interviews following their completion of
the questionnaire. Designer 3 (D3) struggled to achieve the target
score in one project. D3 found that a copy text was in the low-
rated layers and began changing the words in the copy. The score
eventually exceeded the target after D3 removed the entire copy.
Despite taking longer than other projects, D3 expressed satisfaction
with the visual feedback system, as it eliminated the need for an
inefficient trial-and-error process to identify areas to modify.

Designer 4 (D4), who completed two projects with the first up-
loads using our system, said that D4 relied exclusively on word-
based explanations for all refinements. This was unexpected, as we
considered the word importance as an adjunct to image explana-
tions. Typically, when improving copies, designers handpick words
that are known to be effective, such as sale, discount, and best, and
display them in large. D4 noticed that those words were not always
highlighted as the important words, and D4 reduced the font size of
those words and enlarged the important words instead, which led
to immediate score improvements. The ability to produce effective
copies from word-based explanations beyond commonly known
words is a significant discovery.

7 LESSONS LEARNED
In this study, we developed a visual feedback system to help design-
ers improve advertising banners. The system employs two explana-
tion methods and provides various forms of visual feedback. The
user study results indicate that designers more efficiently refined
banners using our visual feedback system than conventional score-
based feedback and expressed considerable satisfaction with their
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Table 3: The results of the questionnaire. We collect responses from six designers using a 5-point Likert scale, where 5 indicates
agreement, and 1 indicates disagreement. The average scores were then subjected to a t-test analysis.

Question Average
(Score-based feedback)

Average
(Visual feedback) p-value

Did you understand which layer to edit to increase the predicted effectiveness value? 2.17 4.5 0.00525
Did you understand how to edit to increase the predicted effectiveness value? 2.67 4.67 0.000573

Did you find the tool effective in improving ad images? 4.0 4.67 0.102
Did you find the tool helpful in improving ad images efficiently? 3.67 4.83 0.0583
Would you consider using the tool in your future work? 3.5 5 0.0599

experience. It was also conjectured that the use of visual feedback
did not necessarily have a negative effect on design diversity.

While a previous study [33] revealed that users may not use all
the features of a versatile XAI visualization system, the designers
enthusiastically embraced various types of feedback in our system
and reasoned with them, thereby exploring the refinement ideas.
Notably, even when designers faced with conflicts between distinct
explanations, they showed a keen ability to select proper expla-
nations by utilizing their expertise in design. From the above, we
believe that in the AI-assisted creative workflow, it is important to
design a system that relies on and amplifies designers’ reasoning
ability, rather than just aiming to provide limited types of accurate
feedback from the system.

As described in Section 6.2.4, some designers utilized visual feed-
back in the way we did not expect. This underscores the importance
of iteratively refining the prototype system based on designer feed-
back and user evaluation.

As a budding effort to apply XAI to creative workflows, this
study demonstrated its effectiveness and provided the empirical
evidence to stimulate future research.

8 LIMITATIONS AND FUTUREWORK
Our study has several limitations, while it provides insights on
using XAI techniques in banner design tasks for online advertising.
Firstly, this study was conducted with a specific advertising system
within a single agency, and the scale of the user study remained
small in terms of the number of designers and the variety of cam-
paign projects. User studies with diverse advertising systems, more
designers, and larger data sets are needed for further analysis.

Another limitation is that we organize the layers of the banners in
a specific format before the study.While PSD files can have arbitrary
layers, we group layers into hierarchies such as copies, decorations,
the main product, or the background to prevent our feature-based
feedback from unintentionally suggestingmeaningless minor layers
to the designers. We would like to see how the results change
when different formats are used in the future. The results with the
single model may have some limitations because the impact of XAI
techniques on users may vary depending on the target models. We
plan to investigate the sensitivity of XAI techniques with several
variations of the model.

We haven’t conducted a distinct examination of the impact of
each explanation method. Future endeavors should consider these

limitations and potential improvements to our approach. Our sys-
tem supports identifyingwhere to edit but cannot fully assist design-
ers in suggesting refinement plans. Presenting alternative options
for low-rated layers may be more effective, sourced from stock
materials or AI-generated images.
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A CHOICE OF XAI APPROACHES
In this section, we describe how we selected the XAI approaches for
our system. Considering that our target users are more interested
in understanding the rationale behind the prediction for a specific
input rather than grasping the entire mechanics of the model, our
focus was directed toward post-hoc and local explanations. While
there are various XAI approaches, we initially picked six post-hoc
local explanation methods.

A.1 Candidate approaches
Below, we list the initial selection of XAI approaches, from which
we selected the activation maps and the feature-based approach.
Activation maps: Activation maps [25] highlight the regions of an
image that are important for a neural network’s prediction to help
users discern which parts of the input image most influence the
classification outcome.
Feature-based approach: Banner images typically consist of multiple
layered components: a background, a product image, a market-
ing copy, and other decorative elements, as illustrated in Figure
2. Feature-driven explanation methods can identify influential fea-
tures in the final quality score, like LIME [22] and SHAP [17]. We
can apply these feature-based methods by treating each layer as a
feature so that the XAI system can present which layer impacts the
quality score when edited.
Rule-based approach: Rule-based methods [9, 23] translate models’
internal logic into digestible if-then rules or decision trees. The rules
specify essential features required for a particular classification
prediction.
Counterfactual approach: The counterfactual method [8] revolves
around the concept of "what if" scenarios in classification tasks by
illustrating how altering a certain input would lead the model to
make a different prediction.
Sample-based approach: Sample-based approach [15] elucidates the
predictions by identifying specific training samples that greatly im-
pact a given prediction, offering insight into foundational patterns
the model detects.
Captioning approach: Captioning approach [12] leverages natural
language to offer a concise and human-readable summary of the
models’ decision-making process.

A.2 Interview
To choose the appropriate methods, we interviewed five designers
who generally use the score-based feedback system. We begin the
session with an overview of how six techniques could be used
to produce feedback, along with their respective advantages and
disadvantages. We then asked the designers two questions about
each explanation method: 1) Would you like to use an explanation
in your AI design assistant? 2) Do you have any concerns about
the explanation? If so, what are they?

The feedback revealed a strong preference for feature-based
explanations and activation maps; all designers responded that
they wanted to use these two explanation techniques. While acti-
vation maps were generally well received, some designers felt that
they leaned more toward feature-based explanations, pointing out
that highlighting pixels did not clearly identify the influential lay-
ers. One designer expressed concern that such explanations might

unduly influence less experienced people. Interestingly, counterfac-
tual explanations didn’t resonate, with four out of five designers
showing little interest. One designer commented on counterfactual
explanations, "I prefer to rely on my own judgment on how to mod-
ify the images." Although end-user interfaces have actively adopted
counterfactual explanations [5, 7, 28] for their user-friendly nature
and actionable insights, they were not attractive to the designers
in this task. Notably, although we hadn’t specified our intention to
integrate multiple explanations, three designers wanted to access
both feature-based explanations and activation maps simultane-
ously.

B USER STUDY DETAILS
B.1 Task preparation
We calibrate the difficulty of the refinement task beforehand. Since
our campaign projects may contain ads that have already undergone
multiple refinements, their quality scores may be saturated, and it
may be quite challenging to make further improvements. In this
user study, we excluded the banners with quality scores in the top
1-sigma range in each campaign, and the target scores were set
using the highest scores after exclusion.

As discussed in Section 8, our campaign project selection was de-
liberate.We intentionally left out projects where advertisers seemed
to have strict guidelines formaterials or layouts. This decision aligns
with the design of our system, which encourages designers to ex-
plore explanations across different existing images to gain insights
for improvement. We also avoided projects with many existing
images, assuming that reviewing numerous explanations might
overwhelm designers.

B.2 Interview feedback
This section depicts further details of the interview feedback of the
user study (Section 6.2.4). D3, who faced the challenging project,
completed the other two projects on the first iteration. The project
that took D3 20 iterations proved to be quite challenging, given that
the average number of iterations was higher than in other projects.
In tackling this complex task, D3 found that a copy text was in the
low-rated layers and began changing the words in the copy. The
score eventually exceeded the target after D3 removed the copy
entirely. Despite taking longer than other projects, D3 expressed
satisfaction with the visual feedback system, as it eliminated the
need for a trial-and-error process to identify areas for modifica-
tion. while our system did not offer comprehensive guidance on
improving it regarding this project, D3 leveraged high-rated layers
to think up how to revise the banners in the remaining two projects
completed on the first iteration. In one project, D3 enlarged a high-
rated layer, and in another, D3 noticed that the background was
in high-rated layers and then incorporated a main image from a
different candidate banner with a similar background color to the
refining banner.

D6, who worked under stricter assumptions than instructed and
failed to achieve the target score in one project when using our
system, still recognized the value of the visual feedback system.
D6 considered that the low-rated layers and the head maps were
helpful in readily identifying the areas needing refinements, more
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so than with the baseline system, and the visual feedback gave D6
novel ideas for refinements.
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