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Abstract

Acquiring factual knowledge for language models (LMs)
in low-resource languages poses a serious challenge, thus
resorting to cross-lingual transfer in multilingual LMs
(ML-LMs). In this study, we ask how ML-LMs acquire
and represent factual knowledge by conducting multilin-
gual factual knowledge probing and a neuron-level investi-
gation of ML-LMs. Additionally, we trace the roots of facts
back to their source (Wikipedia) to understand how ML-
LMs acquire specific facts. We identified three patterns
in how ML-LMs acquire and represent facts: language-

independent, cross-lingual shared, and transferred.

1 Introduction

To mitigate data sparsity of low-resource languages,
multilingual language models (ML-LMs), such as
mBERT [1] and Aya [2], are developed to facilitate knowl-
edge transfer across languages. While cross-lingual trans-
fer in ML-LMs has been observed in various tasks [3, 4,
5, 6, 7] due to the use of shared tokens [8, 9] and paral-
lel corpora [10, 11, 12], previous studies have primarily
concentrated on linguistic tasks like dependency parsing,
and the transfer of factual knowledge remains unexplored.
Previous studies using multilingual cloze-style queries for
probing show that ML-LMs can recall facts across lan-
guages [13, 14, 15, 16, 17], demonstrating their ability in
multilingual factual understanding. However, the mecha-
nisms of fact representation in ML-LMs remain unclear.

We investigate whether ML-LMs exhibit cross-lingual
transfer for factual knowledge with the following questions:
RQ1: Why and how does the factual probing perfor-

mance of ML-LMs vary across languages? (§ 3)
RQ2: Do ML-LMs represent the same fact in different

languages using a shared representation? (§ 4)
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Figure 1 Three types of multilingual fact representation.

RQ3: How are cross-lingual representations of facts

formed in ML-LMs during pre-training? ( § 5)

We conduct factual knowledge probing on two ML-LMs,
mBERT and XLM-R, using mLAMA [14]. We recon-
firm the difficulty ML-LMs face in learning facts in low-
resource languages [14] ( § 2), identify factors influencing
the learning of multilingual facts. We also observe that lan-
guages in geographical proximity exhibit greater overlap
in shared facts, suggesting the possibility of cross-lingual
knowledge transfer. Additionally, we perform a neuron-
level analysis of facts to explore the role of cross-lingual
transfer in fact probing. By comparing active neurons
across languages, we observe that identical facts in various
languages are not acquired in identical ways. Some lan-
guages share similar neuron activity for specific facts, while
others exhibit distinct patterns. We categorize the former
as cross-lingual fact representations (Figure 1(b,c)), and
the latter as language-independent (Figure 1(a)).

To further understand cross-lingual representations, we
devise a method for tracing the origins of facts by check-
ing their presence in pretraining corpora (Wikipedia for
mBERT). We assume that facts predicted correctly, even
though absent in the training data, are captured through
cross-lingual transfer, termed cross-lingual transferred
(Figure 1(c)) to distinguish it from cross-lingual shared
(Figure 1(b)). Our results reveal that only a limited number

of facts can be acquired through cross-lingual transfer.
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Figure 2 Wikipedia data size of abstracts vs. Factual probing P@1 on mLAMA in mBERT in 53 languages.

2 Multilingual Factual Probing

We do multilingual factual probing on ML-LMs to ex-
plore differences in factual understanding across languages.

Datasets: We use the mLAMA dataset for multilingual
factual probing [14]. It comprises 37,498 instances across
43 relations, formatted as cloze prompts, e.g., “[X] plays

[Y] music,” where subject, relation, object form a triplet.

Models: We use encoder-based ML-LMs, including mul-
tilingual BERT (mBERT) [1] and XLM-R [18] for knowl-
edge probing. We focus on encoder-based models rather
than generative ones because they are smaller yet still ex-
hibit strong performance on language understanding tasks.
For our factual knowledge probing task, which employs
fill-in-the-blank queries, encoder-based models excel at in-
tegrating information across entire sentences, ensuring a

detailed contextual understanding.

Evaluation protocol: We substitute X with the subject
and replace Y with mask tokens in each relational template
to form a query (e.g., “The Beatles play [MASK] music.”)
and feed it to ML-LMs. If, in this instance, it predicts the
mask token to be “rock,” we consider that ML-LMs capture
the fact. Since the object is not necessarily tokenized as
a single token, we set the exact number of mask tokens
corresponding to the object in the template and let ML-
LMs predict multiple mask tokens simultaneously.

Results:

across all languages with mBERT." We can observe low

Figure 2 shows the first-rank precision (P@1)

P@1 scores for most low-resource languages, and different
languages largely differ from each other in recallable facts.
As mBERT outperforms XLM-R in most languages, we

will primarily focus on mBERT, a 12-layer Transformer-

1) Refer to Appendix A for language codes and detailed accuracies
for both mBERT and XLM-R.

it ja af

mBERT P@1 16.94 134 12.05
One-token P@1 1527 1534 17.00
One-token entities 1675 126 498

XLM-RP@1 10.80 4.78  8.17
One-token P@1 13.67 1473 16.58
One-token entities 923 244 333

Table 1 P@]1 and one-token object counts for mBERT and
XLM-R in Italian (it), Japanese (ja) Afrikaans (af).

based ML-LM pre-trained on Wikipedia text across 103
languages for clarity in our subsequent analysis.

3 Factors Behind Probing Gaps

Figure 2 shows that factual probing accuracy for various
languages exhibits substantial differences. In this section,
we will evaluate the potential factors contributing to these
differences and examine how they relate to the proficiency

of ML-LMs in cross-lingual transfer.

Training data volume: The first factor relates to the
amount of distinct factual knowledge seen during the train-
ing of ML-LMs We use the training data volume to esti-
mate the amount of factual knowledge in the training data,
specifically the data size of Wikipediaz) abstracts and full
articles. Then, we calculate the Pearson correlation coeffi-
cient between probing accuracy (P@1) and data volumes,
yielding values of 0.44 and 0.51 for abstracts and full ar-
ticles, respectively. These moderate correlations suggest
that training data volume has a limited impact on learning
factual knowledge, implying that other factors contribute to
the acquisition of facts by ML-LMs. The details of abstract
size and P@1 are shown in Figure 2.

Number of mask tokens: There are correlations of —0.81
(mBERT) and —0.74 (XLM-R) between P@ 1 and the num-

ber of subwords in the target entities. As shown in Table 1,

2)  We use Wikipedia dumps prior to mBERT’s release.
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Figure 3 Jaccard similarity matrix of shared factual knowledge
across languages with mBERT.

while both ML-LMs have similar P@1 scores for predict-
ing one-token entities, XLM-R captures more one-token
entities in Japanese (ja), resulting in more accurate predic-
tions. However, the mask token and training data volume
cannot fully explain the P@]1 differences across languages,
as Afrikaans (af) outperforms Japanese (ja) for one-token
P@1 even with Japanese having ten times more training

data than Afrikaans, as shown in Figure 2.

Localized knowledge cluster: We hypothesize that the
high accuracy for low-resource languages may result from
the model’s proficiency in cross-lingual factual knowledge
sharing. To investigate this, we assess shared facts between
languages using Jaccard similarity. Figure 3 shows that lan-
guages in geographical proximity exhibit greater overlap
in shared facts. Geographically close languages, such as
Indonesian (id), Malay (ms), and Vietnamese (vi), demon-
strate higher similarities, indicating substantial shared con-
tent. This suggests that cross-lingual knowledge transfer
does not occur universally across all languages. Rather, it
seems to be localized, influenced more by shared culture
and vocabulary. We will explore this phenomenon further

in the following sections.
4 Cross-lingual Representation

This section examines how ML-LMs represent facts
within their parameter spaces through two scenarios. In
the first scenario, facts are independently maintained in
different languages (Figure 1(a)), which we refer to as
“language-independent.” In the second, fact representa-
tions are unified across languages in an embedding space

(Figure 1(b,c)), called “cross-lingual” representations.

Factual neuron probing: Building on the theory that
specific neurons in the feed-forward network (FFN) store

facts [19, 20], we analyze the cross-lingual representation
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Figure 4 Neuron activities in mBERT for three languages, in
response to an identical fact. Color intensity implies neuron
activity, with neurons in each Transformer layer grouped into 16
bins. Distinct activation patterns in the English-Indonesian pair
indicate cross-lingual representation.
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Figure 5 Language similarity based on top 50 shared active
neurons by probing on mLAMA with mBERT.

of facts using PROBELESS [21], an efficient neuron attri-
bution method that measures neuron importance in repre-
senting facts. Specifically, we collect the active neurons for
the same fact in various languages to identify cross-lingual
or language-independent fact representations. Languages
with similar neuron activity patterns suggest a cross-lingual

representation of that fact.

Do cross-lingual representations exist? Through a case
study of neuron probing (Figure 4), we find that while some
languages exhibit similar neuron activities for a given fact,
others may exhibit distinct patterns, indicating the presence
of both language-independent and cross-lingual represen-
tations. To measure the extent of cross-lingual sharing
of a specific fact, we calculate the Jaccard similarity be-
tween the top 50 active neurons of two languages. We
then compute pairwise language similarities by averag-
ing the Jaccard similarity across all their shared facts, as
shown in Figure 5. Figure 5 shows that there are no consis-
tent geographical boundaries among languages, suggesting
that both the language-independent scenario and the cross-

lingual sharing scenario largely depend on specific facts.
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Figure 6 Number of correctly-predicted facts with mBERT in terms of the existence of knowledge source.

5 Cross-lingual Share vs. Transfer

We subsequently explore the formation of cross-lingual
representations within ML-LMs to assess whether they
are learned individually from distinct language corpora
and subsequently aligned into a common semantic space
(Figure 1(b)) or whether they are acquired through cross-
lingual transfer (Figure 1(c)).

Tracing the roots of facts back to data: We use a simple
yet effective method to check the presence of a fact in text:
for a fact triplet (subject, relation, object), we examine the
occurrences of the subject and object in mBERT’s training
data, Wikipedia. If both can be found, the fact is considered
present in the data. Although this approach may not pro-
vide precise quantitative results, it is useful for exploring
cross-lingual transfer possibilities. See § B for a detailed
description of the method for checking subject/object oc-
currences. We assess the absence rates of all facts and
correctly predicted facts, respectively. As shown by the
results for 53 languages in Figure 6, languages with more
training data exhibit better factual knowledge coverage, as
expected. Nevertheless, several facts, such as those in
Afrikaans (af) and Albanian (sq), are accurately predicted
despite not having verifiable existence in the training cor-

pus, suggesting a high possibility of cross-lingual transfer.

What kinds of facts are absent yet predictable? Analysis
reveals that many of the facts that are absent in the knowl-
edge source but correctly predicted were relatively easy
to predict. We categorize these easy-to-predict facts into
two types: shared entity tokens and naming cues. The
former refers to queries in which the target object shares to-
kens with the subject (e.g., ‘Sega Sports R&D is owned by
Sega.’), while the latter pertains to entity-universal associ-

ations across person names, countries, and languages (e.g.,

“The native language of Go Hyeon-jeong is Korean.”). In
both cases, ML-LMs can predict the object entity from the
subwords of the subject entity. However, some other facts
are difficult to infer from the entities alone (e.g., ‘Crime &
Punishment originally aired on NBC’), suggesting a high
possibility of cross-lingual transfer. We classify facts into
the three types by rule-based method, as detailed in § C.

We measure the average proportions of facts correctly
predicted by mBERT for the three types across languages:
shared entity tokens (25.8%), naming cues (22.0%), and
others (52.2%). The predictability of easy-to-predict facts
suggests that ML-LMs can rely on simple deductions rather
than encoding specific facts to make predictions, highlight-
ing the need to enhance probing datasets to enable a more
effective factual knowledge evaluation. Meanwhile, the
high ratio of predictable facts that are not easy to predict
suggests that ML-LMs indeed possess cross-lingual trans-
fer ability for factual knowledge for some languages. Refer
to § C for details.

6 Conclusions

Our research establishes the groundwork for further stud-
ies in understanding cross-lingual factual knowledge rep-
resentation. Through comprehensive factual knowledge
probing and analysis across 53 languages, we evaluate fac-
tors affecting cross-lingual knowledge transfer on factual
knowledge, such as the training data volume and mask to-
ken count, and identify knowledge-sharing patterns among
geographically close languages. We then leverage neuron
probing and propose knowledge tracing methods to un-
cover three multilingual knowledge representation patterns
in ML-LMs: language-independent, cross-lingual shared,
and transferred. Our future work will investigate the knowl-

edge representations in generative large LMs like Aya [2].
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zh (Chinese) 6.51 4.05 la (Latin) 1.21 1.83

pl (Polish) 633 509  ga(rish) 096 056 Figure 7 The count of three types of absent and predictable
ar (Arabic) 6.11 6.16 ta (Tamil) 090 093  fycts with mBERT.

hu (Hungarian)  5.86 542  th (Thai) 049 275

hr (Croatian) 5.65 2.36 Average (macro) 8.85 6.88

Table 2 P@]1 for 53 languages on mBERT with both mBERT
and XLM-R, with all language codes.

A Full Probing Accuracies

Table 2 lists the probing P@1 for the 53 languages on
mLAMA with mBERT and XLM-R, respectively, to com-
plement the overall results.

B Occurrence Checking Method

We use subject-object co-occurrence as an approxima-
tion method to determine whether a fact is traced back
to the data. We rigorously adhere to the preprocessing
and sentence-splitting guidelines for mBERT [1]. Using
the WikiExtractor,>) we extract only text passages, delib-
erately omitting lists, tables, and headers. Each extracted
document is segmented into multiple lines, with each line
containing no more than 512 tokens.¥ Using string match-
ing between the object-subject pair and Wikipedia text, we
assess the co-occurrence of the object and subject for a
given fact. If there is a co-occurrence, we consider the fact
present; otherwise, it is considered absent.

3) https://github.com/attardi/wikiextractor
4) The maximum number of tokens that can be input to mBERT in
training.

C Classifying Predictable Facts

We classify the three types of predictable facts by the

following rules.

Shared entity tokens: We normalize entities by rules,
such as lowercasing strings and unifying Chinese tra-
ditional/simplified characters, and then assess if the
object is a substring of or shares subwords with the
subject.

Naming cues: We manually select several relations
containing information among person name, location,
and country entities.

Others:

entity tokens and naming cues are regarded as others.

The facts other than those classified into shared

Following the rules above, we classify the predictable
facts in each language into these three types and measure
their count, as shown in Figure 7. It shows that even
without the Without easy-to-predict facts, the absence rate
drops but is still not zero for some of the lan- guages (blue
bar in Figure 7), such as Albanian (sq), Slovenian (sl),
and Galician (gl), indicating that ML-LMs indeed possess
cross-lingual transfer ability for factual knowledge for some

languages.
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