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Linear Effect of Neuron Activations in
Transformer-based Language Models

Xin Zhao1,a) Zehui Jiang1,b) Naoki Yoshinaga2,c)

Abstract: Neurons in feed-forward layers of Transformers have shown the ability to store factual knowledge. How-
ever, previous analyses mostly focused on qualitative evaluation, leaving the numerical relationship between neuron
activations and model outputs less understood. Our study conducts a quantitative analysis through neuron-wise inter-
vention experiments using the knowledge probing dataset. Our findings first reveal that neurons exhibit linearity and
polarity in producing output tokens probabilities, quantified by “neuron empirical gradients.” Empirical gradients
provide a direct measure of neurons’ importance in representing knowledge. However, neuron-wise intervention ex-
periments are costly, making it impractical to obtain empirical gradients in large language models. To address this, we
propose NeurGrad, an efficient method for measuring neuron empirical gradients. Our experimental results show that
NeurGrad outperforms several baseline methods in both efficiency and accuracy.

Keywords: Factual Knowledge Probing, neuron-wise intervention, Activation Editing, Large Language Models

1. Introduction
Transformer [1]-based language models (LMs) have demon-

strated a strong ability to process linguistic tasks and understand
factual knowledge through pre-training on large-scale real-world
corpora. However, pre-trained LMs (PLMs) still suffer from the
hallucination problem, where models sometimes generate flu-
ent language while containing incorrect knowledge. This issue
makes it an important topic to understand the mechanism by
which PLMs store knowledge within their parameters, attracting
great attention in recent years [2, 3, 4, 5].

In Transformer-based LMs, feed-forward networks (FFNs) are
found to serve as key-value memory, with neurons possessing the
ability to retrieve knowledge from this memory [6]. Through
qualitative analysis, researchers have discovered that specific
facts are highly correlated with a limited number of neurons
(knowledge neurons) [2, 5]. Despite the simplification of this
theory, it is commonly adopted to explain knowledge in large
LMs (LLMs) [7, 8] and used for model editing [9]. However,
these analyses focus on qualitative analysis of specific neurons in
knowledge representation, while the numerical relationship be-
tween neuron activations and model outputs remains poorly un-
derstood.

In this study, we first conduct a quantitative analysis of how
neuron activations affect model generation to knowledge in-
quiries(§ 2). To observe model generation under varying neuron
activations, we conduct a neuron-wise intervention with factual
prompts on LMs using MyriadLAMA [10], a factual knowledge
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Fig. 1 Through neuron-wise intervention experiments on factual prompts,
we discovered a linear correlation between shifts in neuron activa-
tions and the model’s output probability for specific tokens. We
denote this correlation as “neuron empirical gradients” and propose
NeurGrad as an efficient method to capture it.

probing dataset. For given changes of the neuron activations, we
observe the resulting changes in probabilities of target tokens that
represent correct knowledge (hereafter, “output probabilities”).
Notably, we find that for some neurons, within a relatively broad
range of activations, shifts in neuron activations (hereafter, “ac-
tivation shifts”) have a linear relationship with the output proba-
bilities. Furthermore, we find that different neurons vary in the
shifting direction of output probabilities when increasing neuron
activations. We term this property of neurons as polarity, which
we use to classify neurons as either positive or negative. Our eval-
uation of six PLMs, including Llama2-70B, demonstrates that the
linearity and polarity of neurons generally exist. Finally, we de-
note a specific neuron’s linear relationship for a specific token as
its neuron empirical gradient.
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While the neuron empirical gradient provides a direct measure-
ment of neurons’ importance in reflecting models’ knowledge to
output, its calculation requires a high computational cost as the
neuron empirical gradient changes for different combinations of
prompt, neuron, and target token. This variation makes calculat-
ing empirical gradients through neuron-wise intervention for all
neurons in LLMs computationally expensive.

To address this challenge, we further propose NeurGrad, a
method for estimating neuron empirical gradients precisely and
efficiently, and evaluate its performance using the MyriadLAMA
dataset (§ 3). The proposal of NeurGrad stems from our exper-
imental discovery of the relationship between neuron empirical
gradients, computational gradients, and neuron activations. The
computational gradients are calculated through backward propa-
gation in the computational graph. Our evaluation of the PLMs
demonstrates that NeurGrad is superior in both efficiency and
precision compared to two baseline methods, including the inte-
grated neurons [2] and the computational gradients. We measure
the empirical gradients of all neurons for 1000 prompts per PLM.
The experimental results indicate that a broad range of neurons,
rather than a few specific ones [2], can influence the model’s out-
put to factual prompts.

2. Neuron Numerical Analysis
This section aims to establish a numerical understanding of

how neurons in PLMs’ FFN layers affect model generations. We
use factual knowledge probing as our target task and conduct
neuron-wise intervention experiments to observe model outputs
when setting different neuron activations for the same prompt.
Through experiments on six PLMs, including both encoder- and
decoder-based models, we observe both linearity and polarity ex-
ist for neurons. The signed slope of the linear relationship be-
tween activation shifts and output probabilities is termed the neu-
ron empirical gradient.

2.1 Neuron-wise Intervention Experiment Setup

Models. To develop a general and universal quantitative measure-
ment of neuron effects, we experiment with two types of LMs:
masked and causal LMs, with varied sizes. For masked LMs,
we use three models from the BERT [11] family: BERTbase*1,
BERTlarge*2, and BERTwwm*3. These models have different learn-
ing strategies and sizes. We construct masked prompts and let
the model predict the masked token. We also conduct probing on
recent LLMs. As causal models can only generate tokens in an
auto-regressive manner, we follow the setting in [10] and utilize
the instruction understanding ability of LLMs to generate single-
token answers. Specifically, we examine three instruction-tuned
LLMs from the Llama2 family [12], with sizes of 7B*4, 13B*5,
and 70B*6.

Dataset. We utilize MyriadLAMA [10], a multi-prompt knowl-

*1 https://huggingface.co/google-bert/bert-base-uncased
*2 https://huggingface.co/google-bert/bert-large-uncased
*3 https://huggingface.co/google-bert/

bert-large-uncased-whole-word-masking
*4 https://huggingface.co/meta-llama/Llama-2-7b-hf
*5 https://huggingface.co/meta-llama/Llama-2-13b-hf
*6 https://huggingface.co/meta-llama/Llama-2-70b-hf
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Fig. 2 The average of absolute Pearson correlations between activation
shifts and output probabilities across 1000 neurons.

edge probing dataset, for our experiments. MyriadLAMA offers
diverse prompts for each relational factual knowledge, reducing
the influence of specific linguistic expressions on probing results.
For each PLM, we randomly sample 1,000 prompts from Myri-
adLAMA so that the PLM can correctly predict the target token.
Our study focuses on single-token probing, where the target an-
swer can be described by a single token. Since different mod-
els use different tokenizers, the probing prompts may vary across
models.

Protocol. We conduct neuron-wise intervention experiments to
analyze how activation shift affects model outputs, establishing
a numerical relationship between neuron activation and model
generation. Specifically, we alter the neuron activations within
a range of [-10, 10] with a step size of 0.2, to observe the result-
ing changes in target token output probabilities. Given that ob-
serving the effect of a single neuron on one token for one prompt
requires 100 inference runs, we only perform the neuron-wise in-
tervention on specific neurons to reduce the computational costs.
We employ two strategies for neuron selection: random sampling
and choosing the top-k neurons with the highest absolute compu-
tational gradients.

2.2 Linearity and Polarity of Neuron
On the basis of our observation of experimental data, we

find that for some neurons, the activation shifts are largely lin-
early correlated with the target output probabilities. To quantify
whether and under what conditions this linearity exists, we mea-
sured the Pearson correlation between the activation shifts and
target output probabilities for parts of neurons.

Correlation vs. Shift range. We first investigate the range within
which neurons exhibit linearity. We calculate the Pearson cor-
relation between the shift ranges and the output probability of
the correct tokens using 1000 neurons for each prompt. To fo-
cus on the correlation examination, we use the absolute value of
the Pearson correlation. Finally, we average the correlations over
10 prompts with the same shift range. Figure 2 depicts the av-
erage of absolute Pearson correlations based on the two neuron
selection methods. In BERT models, a large portion of neurons
exhibits strong correlations between activation shifts and output
probabilities, even with a broad range of 10 (the left-hand side of
Figure 2).*7

*7 We measure the mean, maximum, and minimum activations of 1000
prompts in BERTbase and Llama2-7B. The average minimum, maximum,
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Fig. 3 Percentage of neurons exceeding threshold.

Regarding the impact of shift range on correlations, we observe
consistently stronger correlations with smaller ranges in BERT
models, whereas Llama2 models exhibit the opposite behavior.
To understand this divergence, we analyze neuron gradient statis-
tics. Specifically, we collect the absolute gradients of target to-
kens across all neurons in PLMs and measure the percentage of
neurons exceeding specific gradient magnitudes. As shown in
Figure 3, although the Llama2 models have significantly more
neurons than BERT models, the sum of their absolute gradients
is still two orders of magnitude smaller than that of BERT. This
suggests that the neurons in Llama2 might be more influenced by
random noise rather than true gradients. This could explain why
correlations increase even with larger shift ranges: the increased
number of data points (from multiple neuron-wise intervention
experiments) likely reduces the impact of noise on the results.

To reduce the impact of noise on the correlation, we select neu-
rons with high absolute gradient values. We use the gradient com-
puted from the computational graph through network backprop-
agation (hereafter, “computational gradient”). Specifically, we
measure the correlations from the 1,000 neurons with the high-
est absolute computational gradients (Figure 2, right). The result
indicates that activation shifts tend to show stronger correlations
with output tokens at smaller shift ranges, with consistency across
six models. Specifically, when setting the range to ±2, the cor-
relations in all models are close to 0.99, which we consider the
threshold for indicating the linear relationship. Therefore, our
subsequent analysis uses the top-gradient neurons within a shift
range of ±2 by default.

On Neuron linearity. We then present a quantitative analysis
of the prevalence of neuron linearity and the generality of these
neurons across different prompts and Transformer layers. Specif-
ically, we report the percentage of neurons exhibiting linearity,
defined as having correlations equal to or greater than 0.99 within
a shift range of ±2.

For neuron generality, which means the prevalence of lin-
ear neurons, we want to verify whether the linear neurons ex-
ist widely across different Transformer feed-forward layers and
within different prompts. We use the metrics of layer generality
(LG) and prompt generality (PG) to measure the prevalence of
their existence. Intuitively, we can consider a simplified problem
as follows: suppose we have many colored balls (green, blue, ...)
and 10 bins, and if we want to verify whether the blue ball has
“generality,” it means (1) high coverage: the blue ball exists in
most of the bins; (2) even distribution: the number of blue balls

and mean activations for BERTbase are -0.17, 4.83, and -0.04, respec-
tively. For Llama2-7B, these values are -21.6, 7.13, and 0.

Linear
neuron
ratio

Prompt-
wise
gen.

Layer-
wise
gen.

BERTbase 89.01% 99.99% 98.22%
BERTlarge 92.20% 99.99% 94.89%
BERTwwm 99.99% 99.99% 94.93%
Llama2-7B 91.10% 99.99% 97.60%
Llama2-13B 92.90% 99.99% 98.23%
Llama2-70B 91.81% 99.99% 97.49%

Table 1 Neuron linearity statistics. We choose 1000 prompts and their cor-
responding 100 neurons randomly. For Llama2-70B, since the
model is giant, we only chose 200 prompts and 100 neurons due
to the high computational cost. The shift range is set to ± 2.

in each bin hardly differs from others. For our neuron generality,
the “balls” are the “linear neurons,” and the “bins” refer to either
“feed-forward layers” (for LG) or “different prompt” (for PG).
To address these two aspects simultaneously, we define LG and
PG as follows:

LG ≜ coveragelayer × distributionlayer, (1)

PG ≜ coverageprompt × distributionprompt, (2)

where coverage and distribution are defined as:

coveragex =
Σi1(linear neuron exists in xi)

# of x
, (3)

distributionx = 1 −
Var(#neurons in x)

maxVar(#neurons in x)
, (4)

where x refers to either layer or prompt, maxVar(·) denotes the
max possible variance. High coverage and distribution are de-
sirable; a perfect generality then achieves coverage of one and
distribution of one.

Table 1 shows the statistics of neuron linearity: a large portion
of neurons exhibit linearity, and the linear neurons are prevalent
in most of the Transformer FFNs and prompts, which indicates
the generality of linear neurons.

Neuron polarity. We then incorporate the direction of change
in output probabilities into our numerical analysis. We denote
neurons as positive neurons if increasing their activations could
enhance the target output probabilities while decreasing it sup-
presses the output. In contrast, negative neurons have the oppo-
site effect. Table 3 also shows that the number of positive neurons
is nearly equivalent to negative neurons. This suggests that polar-
ity is a general property of neurons in PLMs, and PLMs show no
preference for either positive or negative neurons.

3. NeurGrad: Neuron Empirical Gradient
Assuming that neurons hold linearity and polarity, we quantify

the neurons’ ability to control output token as neuron empirical
gradient. In this section, we propose NeurGrad, a simple yet
efficient method to measure neurons’ empirical gradient.

3.1 NeurGrad
The neuron empirical gradient demonstrates how significantly

a neuron can alter the model’s output. It offers a quantitative as-
sessment of a neuron’s importance in knowledge representation.

© 2024 Information Processing Society of Japan 3
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GC IG. ḠE

BERTlarge -.9307 .7360 .9998
BERTbase -.8909 .7167 .9958
BERTwwm -.8914 .8584 .9989
Llama2-7B .0115 .6728 .9769
Llama2-13B -.0113 .6964 .9641
Llama2-70B -.0391 -*9 .7811

Table 2 Pearson correlations between various measured gradients and em-
pirical gradients for randomly sampled neurons.

However, conducting neuron-wise intervention experiments re-
quires multiple inferences for a specific neuron, prompt, and out-
put token. Consequently, the computational cost of measuring
empirical gradients for all neurons across various factual prompts
and answers becomes extremely high. Therefore, we introduce
NeurGrad, a method for efficiently calculating neuron empirical
gradients, detailed below:

ḠE = sign(A) × −GC , (5)

sign(x) =


1 if x > 0,

0 if x = 0, *8

−1 if x < 0.

(6)

where ḠE , A,GC represents the estimated neuron empirical gra-
dient, activation, and computational gradient, respectively.

The proposal of NeurGrad comes from our observation that
while the computational gradients can provide a close estimation
of the volume of empirical gradient, it could make wrong of the
neuron polarity. To verify the effectiveness of NeurGrad, we run
neuron-wise intervention experiments on 1000 prompts, with 100
random neurons per prompt. The activation shift range is set to
[-2, 2] according to § 2.2. We first calculate the neuron empirical
gradients using the experimental data as the ground-truth data.
Then, we estimate the empirical gradients using three different
methods: computational gradient (Gc), integrated gradients (IG.)
used for identifying knowledge neurons [2] that intervene neuron
in small step sizes multiple times to simulate the gradient, and
our NeurGrad method.

Table 2 reports the Pearson correlations between measured
gradients and empirical gradients. The results indicate Neur-
Grad’s superiority in accurately measuring empirical gradients.
NeurGrad is also much more efficient than IG. Regarding effi-
ciency, calculating IG requires multiple iterations, each involving
changes to neuron activations. In contrast, NeurGrad completes
the calculation with just one inference pass, resulting in a compu-
tational cost nearly identical to that of computational gradients.

3.2 Dynamic Knowledge Store Hypothesis
The empirical gradient of neurons reveals a perspective that

differs from the existing explanations in knowledge representa-
tion [2, 13, 14, 15, 6]. These explanations, such as the knowledge

*8 For neurons with zero activation, we set their empirical gradient as zero
as the number of neurons with zero activation is relatively small: on
average, there are 103, 1,037, and 46 neurons with zero activations in
BERTbase, BERTlarge, and BERTwwm, respectively. For Llama2 mod-
els, this number is consistently zero.

*9 Due to the high memory cost of calculating integrated gradients, we can-
not do the calculation on Llama2-70B under our server environment.

Model Pos. ratio Neg. ratio
BERT-base 50.19% 49.81%
BERT-large 50.08% 49.92%
BERT-wwm 49.96% 50.04%
Llama2-7B 46.04% 45.92%
Llama2-13B 46.64% 46.60%
Llama2-70B 44.84% 44.80%

Table 3 The ratio of positive and negative neurons over 1000 prompts in
PLMs
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Fig. 4 Cumulative distribution of empirical gradient magnitudes, sorted by
descending empirical gradient volume. The x-axis shows the per-
centiles of absolute empirical gradients, while the y-axis indicates
the cumulative contribution of these gradients to the total magnitude.

neuron theory, posit that knowledge is decisively represented by a
few neurons [2, 13, 14]. Some studies have also used activations
as indicators of knowledge representation [15, 6], suggesting that
if a neuron has a neuron activation of zero, it is not involved in
representing the knowledge. We refer to this perspective as the
static knowledge store hypothesis.

The empirical gradient offers a dynamic knowledge store hy-
pothesis: the expression of knowledge in a model is not determi-
native but a balanced status that can be reimplemented by mod-
ifying neuron activations. For instance, by simultaneously in-
creasing the activations of both positive and negative neurons,
the model can use different activations to achieve the same out-
put probability. This hypothesis provides a different perspective
from the statistical hypothesis. Firstly, our experiments show that
setting the activations of different neurons from positive to zero
yields different effects. For positive neurons, this suppresses the
representation of knowledge, while for negative neurons, it acti-
vates the knowledge. We report the ratio of positive and negative
neurons in Table 3. The percentage of positive and negative neu-
rons is similar across the PLMs. All neurons in the BERT family
exhibit non-zero empirical gradients, while only a small portion
of neurons in Llama2 models show non-zero empirical gradients.

Secondly, we found that a substantial number of neurons are
capable of altering the PLMs’ output, indicating that while spe-
cific neurons can control the expression of certain knowledge,
this relationship is not exclusive—other neurons also have this
capacity. Figure 4 shows the cumulative distribution of empiri-
cal gradient magnitudes for all neurons in PLMs, calculated from
1,000 prompts and sorted in descending order. We can observe
that although different PLM families have varying distributions of
neuron empirical gradient values as shown in Figure 3, their cu-
mulative distributions are similar. Moreover, the figure shows that
the rising curves do not converge until all neurons are accounted
for. This smooth, steady increase suggests that a wide range of

© 2024 Information Processing Society of Japan
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neurons can influence the PLMs’ output. This suggests that there
are no “decisive” knowledge neurons that can absolutely control
knowledge representation while others have zero effect. Instead,
knowledge representation in PLMs seems to emerge from the col-
lective contributions of numerous neurons. The overall state of
PLMs’ ability to map factual inquiry to correct answers is bal-
anced by the activations of many neurons rather than being dom-
inated by a select few.

4. Related Work
The question of how to understand the underlying mecha-

nism of LLMs has received extensive attention recently [4]. A
paradigm for this kind of mechanism study is to first formulate
some hypotheses to the underlying mechanisms, then use exper-
iments to verify this hypothesis, and finally propose applications
by utilizing the verified hypothesis. In what follows, we first in-
troduce existing studies on mechanism interpretation (hypothesis)
and then review methods for activation intervention (application).

4.1 Mechanism Interpretation
The great success of Transformer [1]-based PLMs [16, 17] has

attracted substantial studies, and inspired the work focuses on
knowledge probing [18, 2, 19], model behavior interpretation [6],
and model manipulation (editing) [20, 5, 9]. Among all these pa-
pers, [6] proposed the feed-forward layers in Transformers serve
as a key-value memory and store factual knowledge; following
their work, [2] located in specific neurons related to certain fac-
tual knowledge, which they termed as “knowledge neuron” (KN),
whose activation encodes the knowledge. They also concluded
that there are only 4 to 5 KNs responsible for specific knowledge.

Inspired by these studies, rather than from a static point of view
like [2], we explore the neuron activation in a dynamic view:
by measuring the output probability’s gradient while shifting the
neuron activations. We found that most neurons demonstrate lin-
earity, which is a general phenomenon regardless of model size
or architecture.

4.2 Activation Intervention
Activation intervention is a method that modifies the activation

of specific neurons in Transformer-based models, to manipulate
model behavior. In previous work, [5] proposed a prompt-tuning-
based method to probe certain neurons’ activations that encode
particular “skills”; while [21] focuses on attention heads’ activa-
tions, and utilize a subset of attention heads’ activations to inter-
vene model’s trustfulness. Compared with weight editing meth-
ods [9, 22, 23], which are usually related to backpropagation, ac-
tivation intervention methods consume relatively less computa-
tional resources.

Our work also falls into the category of activation interven-
tion. In this paper, we propose NeurGrad, a method for efficiently
calculating neuron empirical gradients, that outperforms several
baselines. We hope our work provides some insights into more
efficient activation intervention research in the future.

5. Conclusion
Our study focuses on deepening the understanding of PLMs’

mechanisms in storing knowledge in their parameters. Through
neuron-wise neuron intervention using factual prompts, we reveal
that significant neurons exhibit a linear relationship between the
neuron activations and the PLM’s output token probability. This
linearity, observed across different PLMs, prompts, layers, and
neurons, is described as neuron empirical gradients. Given the
high computational cost of neuron-wise intervention, we propose
an efficient and precise method, NeurGrad, to calculate these gra-
dients. Our experiments show that NeurGrad outperforms base-
line methods in both accuracy and efficiency.

6. Future Work
In our study, we only investigate the relationship between neu-

ron activations and the model generations, while whether the neu-
ron empirical gradients can represent the linguistic knowledge
is still unexplored. Our future work involves deepening the un-
derstanding of the relationship between linguistic knowledge and
neuron gradients.
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