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Abstract With the spread of smart speakers, open-domain dialogue systems are ex-
pected to have long-term communication with their users. In such circumstances,
the dialogue systems need to generate responses by taking relevant past conversa-
tions into account. However, due to the length limitation of input in neural dialogue
systems and the acceptable latency of dialogue systems, we cannot take all the di-
alogue histories into account. In this study, we propose a task-specific retriever for
effectively extracting a core fragment of dialogue histories that are useful to reply
to a given dialogue context. We experimentally confirm the advantage of our re-
triever against the existing session-based retriever on a GPT-2-based dialogue sys-
tem trained with a large-scale Twitter dataset.

1 Introduction

Dialogue systems are becoming our daily conversation partners since they become
available as virtual assistants on smartphones (e.g., Apple Siri) and smart speak-
ers (e.g., Amazon Echo). These virtual assistants are expected to not only answer
voice-based requests but also have open-domain chit-chat with the users; improving
the chit-chat ability is the key to increasing user engagement (Bickmore and Picard,
2005). Although online conversation logs on microblogs facilitate research on data-
driven open-domain dialogue systems (Ritter et al, 2011; Wang et al, 2013; Al-Rfou
et al, 2016), their conversation ability is limited even using neural generation mod-
els. This is because the task is modeled to mimic human responses given a limited
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Fig. 1 Response generation by using dialogue contexts in the past sessions. In the past sessions,
some dialogue contexts could be relevant to the current dialogue contexts (red) and following
utterances could be useful for generation responses (blue), while the others are irrelevant (gray).

length of dialogue contexts as inputs, and effective training is inherently difficult
due to the degree of freedom on responses (Sato et al, 2017); even a human cannot
continue a conversation for many turns with others s/he have never met before.

Assuming long-term conversation between a deployed dialogue system and their
specific users, recent studies utilized the past conversational sessions to generate re-
sponses personalized to the user (Xu et al, 2022a,b; Bae et al, 2022). However, due
to the length limitation of inputs for over-parametrized Transformer-based dialogue
systems (Adiwardana et al, 2020; Roller et al, 2021), naively retrieving relevant ses-
sions does not improve the quality of generated responses (Xu et al, 2022a). They
therefore resort to dialogue summaries (Xu et al, 2022a) and accumulated persona
information (Xu et al, 2022b; Bae et al, 2022) instead of raw dialogue contexts. Al-
though such compressed information works effectively, extra supervision required
to obtain such information cancels out the merits of data-driven dialogue modeling
that benefits from massive raw conversation logs.

In this study, we propose effective task-specific retrievers for long-term conversa-
tion (Fig. 1) and evaluate the proposed retrievers on a nine-year worth of large-scale
Twitter conversation datasets. Our retriever extracts core fragments of dialogue his-
tories that are useful to reply to given dialogue contexts in the current session, requir-
ing no extra supervision for training. We explore effective units of queries to match
with keys given to fragments of dialogue contexts in the past sessions. Both queries
and keys are embedded using Sentence-BERT (Reimers and Gurevych, 2019) which
is trained to minimize the distance between dialogue contexts in the same session.

We trained our proposed models on a long-term conversational Twitter dataset
(§ 3), which contains more than ten dialogue sessions between each pair of specific
users. Experimental results on this dataset indicate that our task-specific retriever
performs better than the existing session-based retriever on a GPT-2-based dialogue
system in terms of automatic metrics and human judgments on generated responses.
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2 Related work

In this section, we first review previous studies on retrieved-guided response gen-
eration for dialogue systems. Then, we compare our work with other dialogue sys-
tems for long-term open-domain conversation. Finally, we review existing studies
on retrieval-augmented models for other language tasks.

2.1 Retrieval-guided Response Generation

Some studies retrieved and utilized responses in the conversation logs to generate in-
formative and adequate responses. Assuming that similar conversations often occur
in closed-domain conversations, Pandey et al (2018) leveraged responses to simi-
lar dialogue contexts in the closed-domain conversation logs (Lowe et al, 2015) to
generate responses. Cai et al (2019) created response skeletons from retrieved re-
sponses to generate responses. Wu et al (2019) edited extracted responses by taking
the difference between their contexts and the given context into account.

Whereas these studies retrieve responses from conversational logs spoken by
various users to generate user-agnostic responses, our study utilizes past dialogue
sessions given by the target user to adjust responses to that speaker. Our method
leverages a pre-trained generative model to generate fluent responses.

2.2 Long-term Open-domain Conversation

Recent studies developed dialogue datasets and response generation methods for
long-term conversation. Xu et al (2022a) built a long-term conversation dataset,
Multi-Session Chat (MSC), and proposed a dialogue system that summarizes the
past dialogue sessions and injects the summaries into the response generator. They
have reported that retrieval-augmented generation (Lewis et al, 2020; Izacard and
Grave, 2021) were not as effective as their dialogue summary-based method when
whole dialogue sessions were retrieved. Xu et al (2022b) generated chat responses
by referring to accumulated persona information. Bae et al (2022) built a long-term
conversation dataset, CareCallmem, in which personal information is updated more
frequently than MSC. They also proposed to keep users’ summaries updated during
a conversation, enabling to track memory changes across multiple sessions.

Although these methods could utilize information conversed in the past sessions,
they require manual supervision to induce summaries or persona. Meanwhile, our
dialogue-context retriever does not require manual supervision for training. While
the session-based retriever (Xu et al, 2022a) will inject useless contexts into the
generator, our retriever retrieve dialogue contexts in a smaller unit than a session.

To evaluate our method, we newly create a multi-session dialogue dataset from
human-human dialogues on Twitter. Our dataset includes a wide range of topics,



4 Meguru Takasaki, Naoki Yoshinaga and Masashi Toyoda

Train Dev. Test

All sessions

Number of episodes 60,000 1778 2682
Collection periods 2011 – 2017 2018 2019
Number of predicted utterances 150,747 4666 7113
Average number of tokens per episodes 2,593.65 2,654.47 2,561.63

(the ratio over 1024 tokens) (%) 98.99 99.44 98.66

Current sessions Average number of turns per one session 6.65 6.89 6.89
Average number of tokens per one session 146.37 151.51 146.66

Past sessions
Average number of turns per one session 6.86 7.17 7.04
Average number of tokens per one session 153.68 162.41 155.93
Average number of sessions 15.92 15.41 15.49

Table 1 Details of our multi-session Twitter dialogue datasets.

while the MSC dataset has topics mostly limited to given profiles and CareCallmem
has pre-defined 89 topics. Our dataset contains more than twice and four times as
many tokens per episode as MSC and CareCallmem datasets, respectively, and most
of the episodes are longer than the max length of the pre-trained model (1024).

2.3 Retrieval-augmented Models for Other Language Tasks

To perform other language tasks than response generation, several studies dynami-
cally retrieve knowledge for a given input, using keys, queries, and values tailored
for the target tasks. Language models using external knowledge have been proposed
to perform open-domain question answering and language modeling (Guu et al,
2020; Lewis et al, 2020; Izacard and Grave, 2021). They created queries from the
whole input or its fixed-length chunks. Shinzato et al (2022) used attributes as keys
to retrieve their possible values from the training data to perform product attribute-
value extraction. Wang et al (2022) designed keys and values to retrieve knowledge
from the training data for summarization, language modeling, machine translation,
and question-answering. Nishida et al (2023) leveraged unconfident entities in the
input as queries to perform self-adaptive named entity recognition.

These studies emphasize that properly designing queries, keys, and values for
the target task is essential to improve task performance. In this study, we explore
various methods for creating queries, keys, and values to effectively retrieve useful
past dialogue contexts for long-term open-domain conversation.

3 Multi-session Twitter Dialogue Datasets

In this study, we built a Japanese long-term open-domain dialogue dataset from con-
versation logs on Twitter. The statistics of the dataset are given in Table 1. Specifi-
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Fig. 2 Overview of our dialogue-context retriever for long-term open-domain conversation.

cally, to obtain the multi-session dialogue dataset, we leveraged our Twitter archive1

that were retrieved by using the Twitter API.2 We release tweet IDs3 of our datasets;
researchers can rebuild our datasets using the Twitter API.

We regarded one reply tree as one dialog session and only used dialog sessions
consisting of utterances alternately posted by two specific users; we referred to di-
alogue sessions retrieved for two specific users as ‘episodes’ in this paper. We split
the obtained episodes into training, development, and test sets so that the speakers
do not overlap with each other. Also, we removed dialogues containing URLs, im-
ages, and posts tweeted by bots. In order to exclude too short or long dialogues, we
used only episodes with 11-25 sessions which consist of 5-30 turns. In experiments,
we assume that these conversations are performed between a dialogue system and its
user, and dialogue systems are trained to generate responses spoken by either of the
two Twitter users. In training and testing our dialogue-context retriever for dialogue
systems, assuming a Twitter user who starts the conversation in the final session as
a user and the other user as a dialogue system, the dialogue systems are requested
to generate responses for 2n-th (n > 0) user uttterances in the final session.

4 Proposed method

In this section, we propose a task-specific retriever for long-term open-domain re-
sponse generation (Fig. 2). Our retriever is trained solely on a multi-session dia-

1 Starting from 26 popular Japanese users in Mar. 2011, their timelines (recent tweets) have been
continuously collected by user timeline API, while the user set has been iteratively expanded to
those who were mentioned or whose tweets were reposted by already seen users.
2 https://developer.twitter.com/en/docs/twitter-api
3 https://www.tkl.iis.u-tokyo.ac.jp/˜takasa-m/iwsds2023.html
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logue dataset without any manual supervision, and extracts various-sized dialogue
contexts in the past sessions. Finally, the retrieved dialogue contexts are injected
along with the dialogue contexts in the current session into the Transformer de-
coder, which is fine-tuned on the top of the pre-trained GPT-2 (Radford et al, 2019),
as is shown in Fig. 2. In contrast to RAG (Lewis et al, 2020) and FiD (Izacard and
Grave, 2021), our retrieval-augmented dialogue system does not need an encoder for
integrating retrieved values. Therefore, this method can be easily utilized not only
by encoder-decoder models but also by decoder-only models like GPT-2 which is
commonly used in dialogue modeling (Zhang et al, 2020).

4.1 Past Dialogue-Context Retriever

Our dialogue-context retriever retrieves useful dialogue contexts in the past sessions
for a given dialogue context in the current session (§ 4.1.1) by using Sentence-BERT
(§ 4.1.2). In what follows, we first explain how to design keys, queries, and values to
retrieve relevant dialogue contexts, and then explain how to embed dialogue contexts
for nearest-neighbor search.

4.1.1 Extracting dialogue context

To begin with, we need to create queries and keys for retrieving relevant dialogue
contexts as values; queries are generated from the current context, and keys are made
from utterances in the past sessions between the same pairs of speakers (assuming
the target user and the dialogue system). The queries and keys are composed of the
same number of utterances (1 to 3), end with the same target speaker, and are vector-
ized to retrieve values associated with keys according to similarity scores between
keys and values (§ 4.1.2) because it will be difficult to compute similarities between
dialogue contexts with different lengths. We explore various types and lengths (the
number of utterances) of queries and keys in the following experiments.

We consider that the existing session-based keys, queries, and values (Xu et al,
2022a) are not necessarily suitable for retrieving past dialogue contexts in the re-
sponse generation task, since the conversation topics can change during a single di-
alogue session. Therefore, we consider small fragments of dialogue contexts in the
past sessions as values for dialogue context retrieval. In experiments, we compare
the following four types of values associated with keys, as shown in Fig. 2:

Session Inject whole sessions with the selected keys to the response genera-
tor (Xu et al, 2022a). The retrieved sessions may contain irrelevant in-
formation, which may occupy the limited input length of the response
generator.

Key Inject the selected keys as values to the response generator. Similar
keys to the queries will help the generator to understand the current
dialogue contexts.
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Next Inject the next utterance of the selected key to the response generator.
Next utterance help the generator to capture common utterances for
the current context (Pandey et al, 2018).

Key+Next Inject both the selected key and its next utterance into the response
generator.

We feed as many values of the similar keys as possible to the generator; we choose
keys from the ones with the highest similarity scores one by one, until the total num-
ber of tokens (including those tokens in the given dialogue contexts in the current
session) exceeds the length limit of the generator inputs (256 or 1024).

4.1.2 Embedding Dialogue Contexts using Sentence-BERT

We next vectorize queries generated from current dialogue contexts and keys gener-
ated from past contexts by using Sentence-BERT (Reimers and Gurevych, 2019).
Sentence-BERT is fine-tuned BERT (Devlin et al, 2019) for semantic similarity
search, consisting of the original BERT model and the pooling layer.

Sentence-BERT requires a training dataset consisting of sentence triplets in order
to learn the distance between sentences (here, dialogue contexts). In this work, we
want to make the distance between dialogue contexts that are relevant and could be
in the same session closer, and make the distance between dialogue contexts that
are irrelevant and will not appear in the same session more distant. Therefore, we
create the dataset with the anchor and the positive dialogue contexts coming from
conversation logs in the same session, and the negative dialogue contexts sampled
from the other sessions between the same user pair. All dialogue contexts in the
same triplet consist of the same number of utterances (1 to 3) that end with the
utterances given by the same speaker.

We use a triplet loss (Reimers and Gurevych, 2019) as the objective function.
The triplet loss makes the distance between the anchor a and the positive example p
closer, and makes the distance between a and the negative example n more distant:

Ltriplet = max(|sa − sp|− |sa − sn|+ ε,0), (1)

where sa, sp and sn are the embeddings of the anchor, the positive example, and the
negative example, respectively. The negative example is at least ε further away from
the anchor than the positive example.

4.2 Response Generator Guided by Retrieved Past Contexts

After retrieving relevant dialogue contexts from the past sessions, we concatenate
the retrieved values and the given dialogue contexts in the current session to feed
them into the generator. The generator is fine-tuned from pre-trained GPT-2 (Rad-
ford et al, 2019) by using cross-entropy loss for each reference response. Given
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current context xxx, the selected n values vvv = (v1, ...,vn), and reference response yyy
(consisting of |yyy| tokens and using y1:t−1 = y1,y2, . . . ,yt−1), the loss is as follows:

LCE =−
|yyy|

∑
t=1

log p(yt |vvv,xxx,y1:t−1) (2)

Speaker tokens[S1] or [S2] are added at the beginning of each utterance in order
to indicate the speaker of the utterance consistently. Also, we end each utterance
with an “end of sentence” token </s>. We separate selected values with “end of one
history” tokens [EOH], and put a [CUR] token to indicate the boundary between
the end of the selected final value and the current context.

5 Experiments

We evaluated our proposed retriever on the long-term open-domain response gen-
eration task using a massive Twitter dataset (§ 3) that consists of multiple dialog
sessions between two human speakers. We fine-tuned GPT-2-based dialogue mod-
els with our dialogue-context retriever on the Twitter dataset, and then evaluate the
performance in terms of automatic metrics and human judgments.

5.1 Models

We fine-tuned a pre-trained GPT-2 (Radford et al, 2019)4 with our dialogue context
retriever on our Twitter dialogue datasets, and then compared the resulting mod-
els with two baselines: GPT-2-based dialogue models fine-tuned without past con-
texts and with most recent past sessions. We implemented all models using PyTorch
1.10.2 (Paszke et al, 2019) and Transformers 4.20.0 (Wolf et al, 2020). We created
training (and development) examples for Sentence-BERT (§ 4.1.2) from individual
episodes in training (and development) set, which are sets of dialogue sessions be-
tween specific two users. We used a pre-trained BERT5 with an additional pooling
layer as a base of our Sentence-BERT. We fine-tuned this model for five epochs and
chose the model that achieved the best accuracy on the development set.

We trained all dialogue models for at most 5 epochs with early stopping regu-
larization whose patience is one epoch, and used the best model for evaluation in
terms of perplexity on the development set. We varied the length of queries and
keys (1 to 3 utterances and their combination), the types of value (Session, Key,
Next, and KeyNext) as described in § 4.1.1, and the maximum length of input and
output. All models were fine-tuned with a maximum of two 24GB GPUs (Quadro

4 https://huggingface.co/rinna/japanese-gpt2-small
5 https://huggingface.co/cl-tohoku/bert-base-japanese-v2
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Model Values PPL BLEU-2/3 ROUGE-L BERTScore DIST-1/2 # values
(↓) (↑) (↑) (↑) (↑)

No past contexts 49.71 1.21/0.56 8.17 59.08 7.53/22.39 -

Truncated by 256
Baseline Session 45.53 1.99/0.82 10.24 60.70 5.03/19.09 1.70
Ours Session 45.62 1.89/0.76 10.26 60.84 5.07/19.63 1.61

Key 47.34 1.75/0.76 9.69 60.02 4.97/18.19 7.69
Next 44.21 2.14/0.88 10.65 60.95 5.31/20.46 8.03
KeyNext 44.91 2.02/0.84 10.26 60.76 5.60/21.41 4.54

Truncated by 1024
Baseline Session 42.94 2.02/0.84 10.12 61.32 5.47/22.67 7.30
Ours Session 43.19 1.94/0.83 9.83 61.06 5.73/22.84 6.68

Key 46.88 1.57/0.63 9.15 59.92 5.01/19.59 40.98
Next 42.11 1.71/0.79 9.12 60.21 5.98/23.36 39.44
KeyNext 41.78 2.10/0.86 10.42 61.59 6.20/25.39 25.25

Table 2 Automatic Evaluation of GPT-2-based dialogue systems with and without our dialogue-
context retriever on all turns (The keys and queries of our retriever are single utterances).

P6000) with eight batch size per GPU. In order to save memory, we used Deep-
Speed (Rasley et al, 2020) library with Stage-3 and half precision floating point
(FP16). We used AdamW (Loshchilov and Hutter, 2019) optimizer with β1 = 0.9,
β2 = 0.999, ε = 1e−10. The fine-tuning takes up to 16 hours before it early stops.6

5.2 Automatic Evaluation

We first evaluate responses generated by the dialogue systems by using automatic
metrics. Specifically, we measured perplexity, BLEU-2/3 (Papineni et al, 2002), F1
of ROUGE-L (Lin and Hovy, 2003), and DISTINCT-1/2 (Zhao et al, 2017). We used
MeCab7 with UniDic 2.1.2 to tokenize the generated responses. We also measured
F1 of BERTScore (Zhang* et al, 2020), which has a high correlation with human
judgements (Yeh et al, 2021) on the Twitter-based dataset (Hori and Hori, 2017),
using a pre-trained Japanese RoBERTa (Liu et al, 2019).8 We also calibrated the
number of values injected into the model after truncation.

Table 2 shows the results of the automatic evaluation. The proposed methods use
single utterance-based keys and queries for retrieving past dialogue contexts. We
observe a clear improvement in perplexity and DISTINCT-1/2 when inputting utter-

6 The total length of input and output must be at most 1024 (or 256) tokens in GPT-2. To make the
fine-tuned GPT-2 generate responses of appropriate length, we set the maximum length of output
to 48 so that it covers 95% of reference responses and excluded examples with longer responses
from training. We then use the remaining tokens for the current and retrieved dialogue contexts.
7 https://taku910.github.io/mecab/
8 https://huggingface.co/nlp-waseda/roberta-base-japanese
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Model Values PPL BLEU-2/3 ROUGE-L BERTScore DIST-1/2 # values
(↓) (↑) (↑) (↑) (↑)

No past contexts 48.18 1.15/0.50 7.76 58.70 10.45/22.66 -

Truncated by 256
Baseline Session 41.46 1.84/0.82 9.70 59.88 7.79/23.57 2.01
Ours Session 41.54 1.70/0.68 9.61 59.93 7.83/23.75 1.85

Key 44.56 1.62/0.73 8.90 58.58 7.00/19.92 9.25
Next 39.25 2.07/0.89 10.27 60.29 8.49/25.62 9.91
KeyNext 40.49 1.79/0.75 9.68 59.86 8.71/26.19 5.41

Truncated by 1024
Baseline Session 38.26 1.70/0.59 9.60 60.46 8.86/29.01 7.68
Ours Session 38.49 1.86/0.82 9.13 60.20 9.22/28.86 7.09

Key 43.87 1.19/0.44 8.01 58.33 6.75/20.00 41.61
Next 36.73 1.53/0.65 8.55 59.46 9.80/30.30 39.82
KeyNext 37.02 1.99/0.78 10.06 60.96 9.97/32.81 25.99

Table 3 Automatic Evaluation of the responses to the first utterance in the session (The length of
keys and queries of our retriever is one utterance).

ances next to extracted similar past contexts. The Next retriever performs best when
input text is truncated by 256 tokens, and the KeyNext retriever performs the best
when truncated by 1024 tokens. On the other hand, the improvement of reference-
based metrics (BLEU-2/3, ROUGE-L, and BERTScore) is small. Therefore, we per-
form paired bootstrap resampling (Koehn, 2004) to confirm the significance. The
dataset size for random sampling is as same as the original test dataset, and the
number of resampling is 1000 times. We compare our best methods (the Next when
truncated by 256 tokens and the KeyNext when truncated by 1024 tokens) with base-
lines using the same length of truncation. As a result, our best-performing methods
are significantly better than the baselines (p < 0.05) for all the metrics other than
BLEU-2 and BLEU-3 for KeyNext methods. Meanwhile, the Key and Session re-
trievers perform worse than the baselines with most recent past sessions. This result
suggests that keys and their previous utterances are less useful than their next utter-
ance. Also, it suggests that inputting past information in chronological order could
be more useful than inputting them in similarity-based order.

Evaluation on the first response Table 3 indicates the results of the evaluation
on generating responses to the first utterance in the session. In this situation, the
baseline model truncated by 1024 performs worse than the baseline truncated by
256 in terms of BLEU-2/3 and ROUGE-L. This is because that prediction for the
second utterance cannot utilize enough context in the current session and are likely
to rely on past contexts. Therefore, noisy session-based past contexts deteriorate the
performance of baselines when truncated by 1024. Our Session retriever, however,
improves its performance when the truncation length increased from 256 to 1024.
This is because input past contexts are at least similar to the current context and
would be less noisy. Meanwhile, our Next retriever performs best when truncated
by 256 tokens, and the KeyNext retriever performs the best when truncated by 1024
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Sorting methods PPL BLEU-2/3 ROUGE-L BERTScore DIST-1/2
(↓) (↑) (↑) (↑) (↑)

Time 42.19 1.97/0.76 10.15 61.30 5.63/23.97
Similarity 42.36 1.94/0.81 10.10 61.22 5.45/23.23

Table 4 Comparison of the order of inputting past dialogue contexts.

Query types PPL BLEU-2/3 ROUGE-L BERTScore DIST-1/2 # values
(↓) (↑) (↑) (↑) (↑)

Truncated by 256
1 utt. 44.91 2.02/0.84 10.26 60.76 5.60/21.41 4.54
max 2 utts. 45.26 1.84/0.79 9.89 60.65 5.39/20.25 3.82
max 3 utts. 45.09 1.88/0.74 10.28 60.81 5.12/19.85 3.43
1+2+3 utts. 45.44 1.93/0.85 9.86 60.54 5.71/21.05 4.51

Truncated by 1024
1 utt. 41.78 2.10/0.86 10.42 61.59 6.20/25.39 25.25
max 2 utts. 42.52 2.09/0.86 10.39 61.36 5.52/22.92 20.07
max 3 utts. 42.11 2.12/0.87 10.28 61.33 5.75/23.48 17.28
1+2+3 utts. 41.94 2.15/0.82 10.62 61.55 5.81/24.22 25.05

Table 5 Comparison of query lengths (All results come from our proposed method using KeyNext
values and the limit of input length is 1024).

tokens. This suggests that these methods can utilize past useful information and be
less likely to be affected by past noisy contexts.

Impact of ordering retrieved past contexts Table 4 shows a comparison of our
KeyNext retriever with a truncation length of 1024 when sorting the retrieved past
contexts in various orders. In our methods, extracted past contexts are sorted by
similarity. However, this method disregards the time information of past contexts
and models cannot consider the chronological relationships between the retrieved
past contexts. We thus train our models with different ordering of past contexts. In
order not to truncate different past contexts between the two methods, we use as
many values as possible so that they do not exceed the models’ maximum input
length. These models use keys and queries consisting of single utterances. We can
observe that the model sorting past contexts by time slightly outperforms the model
sorting past contexts by similarity. It indicates that past dialogue contexts should be
input in chronological order.

Impact of length of queries and keys Table 5 shows the results of comparing dif-
ferent lengths of queries and keys and their combinations. 1, 2 and 3 utt. means
the models using queries and keys whose length is at most one utterance, two utter-
ances, and three utterances, respectively. 1+2+3 utts. refers to the models that extract
variable-length queries from the current context and match them with keys with the
same length. From the table, we can observe that the dialogue system using single
utterances as queries and keys performed the best. This suggests that it is difficult to
extract useful past values when using long queries and keys. The number of finally
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Model Coherence Contextual consistency Humanness

Baseline −0.219 −0.0246 0.127
Ours (KeyNext) −0.107 0.0475 0.175

Table 6 Human Evaluation of dialogue systems with a truncation length of 1024: average stan-
dardized scores per annotator.

injected values of 1+2+3 utts. is almost the same as that of 1 utts., suggesting that
most selected keys consist of one utterance because they are likely to get higher
similarity scores than longer keys.

5.3 Human Evaluation

For human evaluation, we ask three annotators to score responses generated by the
baseline with most recent past contexts and the best-performing proposed model
with the KeyNext retriever for the length truncation of 1024 in Table 2. Considering
that the average number of sessions is 15.49, we sampled ten episodes which contain
15-17 sessions from the test dataset, and annotators evaluated generated responses
in the last three sessions. The three annotators ultimately evaluated 116 system re-
sponses generated by each dialogue model in terms of the following metrics with a
rating scale of 0 to 100; the resulting scores are then standardized per annotator (Ji
et al, 2022).

Coherence The model understood the current dialogue context and
generated a response coherently.

Contextual consistency The model generated a response that was consistent with
the past dialogue sessions.

Humanness This model generated a response like a human.

Table 6 shows the results of the human evaluations. Contextual consistency met-
ric indicates that our method has a great advantage of understanding long-term dia-
logue context and generating consistent responses (p-value for paired-sample t-test
is 0.039 < 0.05). On the other hand, p-values of coherence and humanness are not
small (0.105 and 0.111). These results indicate that our KeyNext retriever signifi-
cantly improved the contextual consistency while keeping the response quality in
terms of coherence and humanness.

5.4 Examples

Fig. 3 and Fig. 4 show responses generated by baseline and our proposed method
(KeyNext, 1 utt., truncated by 256). In the current dialogue in Fig. 3, the user talks
about harsh weather in Hokkaido. The baseline uses the most recent past dialogue
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!"#$%&'$()*"#+),&"%-./$)0-'+$1+#)23-#+)4$0$'+)0-'+$1+#5

I like my job after all I like the smell of my workplace. I really love it! 
I like my place. Good job today(*˙）˙*)ノﾞ I plan to take a health 

examination tomorrow!( !・ω・`)!
I must skip breakfast(!・ω・`) I’m blue.

[SYSTEM NAME] come back here and her workplace before I know it. 
I feel like being Urashima Taro |||(=ω=。) Wow

6/44$'+),&"%-./$)#$##&-'

I can’t believe Hokkaido is in Japan because the temperature will fall 
below -20 degrees Celsius in winter and go up over 39 degrees Celsius. 

I assumed here is not in Japan, or I can’t stand it. 
The temperature is 34 degrees Celsius in my hometown. 
The only good thing about Hokkaido is the low humidity.

[USER NAME] HelloHello (* * )* It’s hot in Saitama. Now I 
became limp in my room with [OTHER’S NAME].

[SYSTEM NAME] ( ́・_・)

Take care not to fall sick 
due to a huge cap of temperature(* ́∀*)ノ

There are some snow in the forecast for Honshu, but in Hokkaido, 
the weather will be warm from tomorrow. From the day after tomorrow, 

the temperature will be above 10 degrees Celsius every day. 
Snow accumulation is expected to reach zero centimeters by tomorrow 

or the next day. It’s spring。+.。ヽ(*>∀<*)ノ。.+。Hooray

Spring is finally here It will be so cold that it will snow tomorrow in 
my area, but that’s ok because I will go west 

The temperature is very unstable, and today, as predicted, it started 
snowing with some rain even though Golden Week is coming up. 

Tonight, it will snow in various places in Hokkaido. 
I still have had a fever for several days. The cause is unclear, but I guess 

it is because of a huge cap of temperature. 
Although I have not been able to come here recently, I am alive lol

I’m just getting worried about you after seeing that it is snowing in 
Hokkaido on TV I wonder if you caught a cold Please take care

It’s very hot (Sad ) Suddenly it has reached over 20 degrees Celsius.

We skipped spring and went straight into early summer ー(ﾟ∀ﾟ)ー!

7/4#)28$9:$1+;)</=>5()*"#+),&"%-./$)0-'+$1+#

!"#$

%&'(#)*(

+,-'

You didn’t know? Lolol Yes, I have work from now haha.

Sorry for my confusion (!&gt;!∂ )` My bad"

[USER NAME] (๑!）!๑#"$。"#$%Good night"

[SYSTEM NAME] ∧∧ (*・ω・) Good night _| ⊃/(___ / └-(___/ ‾‾‾

Fig. 3 Example of responses generated by our method (Glay text is truncated when the max input
length is 256 tokens); useful past contexts are retrieved and utilized. All texts are translated into
English.

contexts about the chatbot-side speaker’s job, which is irrelevant to the current ses-
sion. The response generated by this baseline misunderstood the user names. On
the other hand, our method retrieved past dialogue contexts about the weather in
Hokkaido, and utilized its information to generate the response. In the dialogue in



14 Meguru Takasaki, Naoki Yoshinaga and Masashi Toyoda

!"#$%&'$()*"#+),&"%-./$)0-'+$1+#)23-#+)4$0$'+)0-'+$1+#5

!"#$%&'()$*+$,"-$.&*)&*)(/( 0-+12(34$5$0&67&,$(8&9,$*,4

5$3*:-$.&*)&*)(/( 0-+12(34

5$;&<'-6-'$;")$,"-6-$;-6- /(<)$7*63+$;-(6*<7$:*/&<&+4$

5$=&/>3-,-3)$0&67&,$(8&9,$,"-$0-+12(343&3

Maybe the locals have forgotten about the festival haha.

I like “Yoiyama Mangekyo” written by Mr.Morimi, 

so I cannot stop thinking about the festival 
around this time every year

I try to go to it when my schedule allows, but cannot go to the Yoiyama
and Yamahoko parades because they were held on weekdays

However, I am so excited even though I don’t visit because it is the most 
bustling time of the year in Kyoto.

You can feel the atmosphere of the Yoiyama festival nearby! Cool! 

By the way, I read the book written by [USER NAME] and it was very 
wonderful I like it very much and I am reading it thoroughly again just 

now. It may be poorly done, but I will tell you my impressions as soon as 

I have finished reading it.

6/44$'+),&"%-./$)#$##&-'

I can’t decide where we should try boba for the first time, but the boba’s 

hype could be over while wondering. Please tell me your favorite boba

place if you have any recommendations.

I’m thinking the same thing. 

When you decide where to go, please tell me secretly.

I’m also wondering where to go…

Good morning, [USER-NAME]. 

I’m also wondering where to go.

Just remembering the preview of the next episode makes my heart ache. 

I feel like I will just keep talking about it when I see you. haha

Please feel free to talk. Also, the final episode airs tomorrow I’m sad…

Boba doesn’t have much taste itself, right? Is boba food to enjoy the 
texture? I wonder why black boba gets very popular these days…

I think it’s chewy. Hmm… I wonder if young people like boba tea 

because it unexpectedly makes them satisfied for a long time… 

(Maybe it’s wrong)

That’s good. You don’t worry about anything because this is 

[SYSTEM NAME] ’s account. Then I will expect [SYSTEM NAME] ’s 

retweeting.

Thank you, [USER NAME]. OK, I will retweet some posts about 

“Kazetuyo”, but please have a good relationship with me! If there are 

some people who hate my retweets, I will manage it somehow.

7/4#)28$9:$1+;)</=>5()*"#+),&"%-./$)0-'+$1+#

!"#$

%&'(#)*(

+,-'

Fig. 4 Example of responses generated by our method (Glay text is truncated when the max input
length is 256 tokens); useful past contexts are retrieved but not utilized. All texts are translated into
English.

Fig. 4, although our method retrieved the past dialogue context which is strongly re-
lated to the current dialogue context (about Boba tea, which was a popular beverage
in Japan), it did not effectively utilize the contexts to generate responses; it referred
to the user name appearing in the other dialogue contexts.
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6 Conclusions

We proposed task-specific retrievers for long-term open-domain response genera-
tion. Our retriever extracts core fragments from the past context in smaller units
than session-based retrievers, which is expected to inject more useful information
into the model for response generation. Also, our retriever is trained by using exam-
ples automatically generated from the dialogue dataset, and does not require manual
supervisioon. Experiments on our long-term Twitter dialogue dataset confirmed that
our retriever could outperform the prior session-based retriever in terms of both au-
tomatic metrics and human judgments.

Future work should consider how to input time-series information explicitly be-
cause our proposed method cannot grasp state information transitions over time. We
should also investigate the efficient and effective architecture for handling long in-
puts, such as sparse attention (Child et al, 2019; Beltagy et al, 2020) and relative
position encodings (Shaw et al, 2018).
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