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In recent years, the Web has become a popular medium for disseminating information, 
news, ideas, and opinions of the modern society. Due to this phenomenon, the Web 
information is reflecting current events and trends that are happening in the real world 
which, in turn, has attracted a lot of interest in using the Web as a sociological research 
tool for detecting the emerging topics, and social trends. To facilitate such kind of 
sociological research, in this paper, we study the characteristics of socio-topical web 
keywords sampled from a series of Thai web snapshots. The socio-topical web keyword, 
extracted from the content of some web pages, is a keyword relating to some topics of 
interest in a real-world society. The study was conducted as follows. First, the socio-
topical keywords were sampled from the inverted index of each Thai web snapshot. Then, 
for each sampled keyword, we observe the pattern of changes of the number of 
documents containing the keyword, and the inverse document frequency (IDF) scores. 
Finally, we try to find the relationships between the observed patterns of changes and 
their corresponding real-world events in the Thai society. 

1.   Introduction 

The Web has been increasingly gaining popularity as a tool for disseminating 
information, news, ideas, and opinions of the modern society. Due to this 
phenomenon, the Web information is reflecting current events and trends that are 
happening in the real world which, in turn, has attracted a lot of interest in using 
the Web as a tool for sociological, marketing, and survey research.  
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For example, brand popularity and penetration may be observed from the Web 
using a simple technique such as plotting the number of occurrences of topical 
keywords (e.g. the brand names) in web pages over time. 

In this paper, we will study the characteristics of socio-topical web 
keywords. The socio-topical web keyword, extracted from the content of some 
web pages, is a keyword relating to some topics of interest in a real-world 
society. The characteristics found in this study should provide some insights into 
the development of techniques and tools for detecting the emerging topics, and 
social trends from the Web. 

We study the characteristics of socio-topical web keywords sampled from a 
series of Thai web snapshots. The Thai web snapshots were created by 
periodically crawling a subset of the Thai Web (we use the word “Thai Web” to 
represent a set of all web pages written in the Thai language that are accessible 
on the Web via some URLs). The series of Thai web snapshots consists of three 
dataset crawled on October 2006, December 2006, and January 2007.  

The study was conducted as follows. First, the socio-topical keywords were 
sampled from the inverted index of each Thai web snapshot. Then, for each 
sampled keyword, we observe the pattern of changes of the number of 
documents containing the keyword, and the inverse document frequency (IDF) 
scores. Finally, we try to find the relationships between the observed patterns of 
changes and their corresponding real-world events in the Thai society by 
considering some examples of the socio-topical keywords extracted from the 
datasets. 

The rest of the paper is organized as follows. In Section 2, we review some 
related works on the study of web evolution. Section 3 explains related basic 
concepts. Next, Section 4 describes our experimental environment and reports 
the results of our study. Finally, Section 5 concludes the paper. 

2.   Related Works 

Much research has been done on detecting the emerging trends on the Web 
based on link analysis ([3, 4, 5,]). In [3], Amitay et al. proposed a time-stamped 
links based trend detection method. The time stamp of each link is determined 
from the Last-Modified time of the corresponding web pages. For a given 
keyword, they collected top pages of search results and pages that pointed to the 
top pages. Then, they plotted a histogram of time-stamped links for these set of 
pages to check the trend of the given keyword.  

In September 2003, the Internet Archive [1] started providing a text search 
engine service (Recall [2]) over its 11 billion archived web pages. The Recall 
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search engine offered time-based search and provided a graph showing changes 
of the frequency of the search query keyword over time along with the list of 
relevant results. The emerging and fading of the search query keyword may be 
determined from that graph. This time-based search service, which was once 
provided by the Internet Archive, represents an example of works on content-
based trend detection from Web data.  

3.   Background 

3.1.   Language Identification of Web Pages 

TextCat [7] is an implementation of an n-gram based text classification proposed 
by Cavnar and Trenkle [8]. In short, the concept of n-gram based text 
classification technique is to calculate a profile of an input document with an 
unknown category. Then, based on a comparison metric (such as an out-of-place 
metric) the profile of the input document will be compared with the profiles of 
all known categories which were created earlier using a number of documents of 
which the categories are known. The output of the classification is the name of 
the categories with the closest matches. 

The n-gram based text classification technique can be easily applied to the 
task of language identification of web pages. In this context, any category can be 
viewed as corresponding to a language; a category’s profile is used to represent a 
profile of a language. And, the classification output is the name of the languages 
with the closest matches. 

In this research, we will use TextCat to identify the languages of crawled 
web pages. The TextCat library [7] comes with several built-in language profiles. 
Because our main concern here is to precisely identify the Thai web pages, the 
TextCat library has to be configured so that the precision of Thai web pages 
identification is maximized. This may be done, for example, by eliminating from 
the TextCat library some profiles of languages that are rarely found in the input 
data to reduce false positive classification of Thai web pages. In our experiment, 
we have eliminated some minority language profiles such as Welsh, Sanskrit, 
and Drents from the TextCat library. 

Our language identification method can be described as follows. 
(1) Remove all html tags from an input web page. 
(2) A web page frequently includes English navigation menu, disclaimer, 

copyright texts, etc. at its top and bottom parts. These kinds of textual 
content can deteriorate the precision of the language classifier. To 
prevent the effects of such unrelated textual content on the classification 
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results, a portion of the first and the last parts of the resulting text from 
the previous step will be removed. 

(3) Submit the remaining text from (2) to TextCat. 
(4) If the output string of TextCat is UNKNOWN, then try to infer the 

language from the charset specified in html META tag. The input web 
page with html charset equals to “tis-620” or “windows-874” will be 
classified as a Thai web page. 

(5) If the output string of TextCat contains [thai], the input web page will 
be classified as a Thai web page. Otherwise, the input web page will be 
classified as a non-Thai web page. 

3.2.   Inverse Document Frequency (IDF score) 

An inverse document frequency (IDF score) is a measure of the general 
importance of the term. The IDF score is widely used in the TF*IDF weighting 
scheme to scale down the effects of terms that occur in many documents 
irrespective of the content. The intuition behind the IDF is that a term which 
occurs in many documents should be given less weight than one which occurs in 
few documents because it has less discrimination power. 

The IDF score of a term t may be calculated by: 

 IDF_SCORE (t) = 1 + log (D/D+) (1) 

where, D  : is the total number of documents in the collection, and 
D+ : is the number of documents containing term t. 

4.   Experiments and Results 

4.1.   Datasets 

In this section, we will describe a procedure for constructing the datasets used in 
our experiment. Firstly, a series of Thai web snapshots was first created by 
periodically crawling of Thai web pages. In order to selectively collect Thai web 
pages from the World Wide Web, we have applied a language specific web 
crawling strategy as proposed in [6] and [11]. In all of the crawls, the start URLs 
used are: http://webindex.sanook.com/ and http://directory.truehits.net/ (both 
URLs are the homepages of Thai web directories). The crawls were conducted 
consecutively in October 2006, December 2006, and January 2007. Then, for 
each Thai web snapshot, only the Thai web pages were selected and added into 
the dataset. The number of Thai web pages in each dataset is as shown in Table 
1. 
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Table 1. Number of Thai web pages and number of distinct keywords in 
each dataset. 

 

Dataset Crawl Period Number of Thai 
web pages 

Number of 
distinct keywords 

Thai200610 October 2006 210,889 1,611,055 

Thai200612 December 2006 108,415 1,046,739 

Thai200701 January 2007 280,429 2,074,516 

 
Note that, a Thai web page is a web page that is likely to be written in Thai 

language. The language identification of web pages was done using the method 
explained earlier in Section 3.1. 

4.2.   Experimental Setup 

In order to study the characteristics of the socio-topical web keywords in the 
datasets, it is necessary to tokenize textual content of all web pages in the 
datasets and create inverted indexes which store statistics about the tokens found 
in the documents. In the following subsections, we will discuss about the 
tokenization of Thai web pages and the creation of the inverted indexes. 

4.2.1.   Tokenization of Thai web pages 

Tokenization refers to the process of converting textual content of the documents 
into a stream of words which will later be used as the index terms in an inverted 
index [13, 12].  

In Thai written text, there is no word boundary. Thai words are implicitly 
recognized based on judgment of individual reader. There are many works on 
word segmentation problem for Thai language e.g. [14, 15 and 16]. In this paper, 
the tokenization of textual content of Thai web pages was done using the 
ThaiAnalyzer [10], which is a software package providing Java APIs for 
tokenizing Thai text.  

4.2.2.   Creation of the Inverted indexes 

An inverted index [17] is a data structure that maps terms to the documents that 
contain them. The inverted index is widely used to allow full text search on a 
collection of documents. In our experiment, we will use the inverted indexes of 
the Thai datasets to extract socio-topical web keywords. 

The Apache Lucene API [9] is an open-source text search engine library 
written entirely in Java. In Lucene, the inverted index maps terms to documents 
containing it. In order to make term-based search more efficient, The Lucene’s 
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index also stores statistics about terms, such as term frequency and the number 
of documents containing the terms.  

We have created inverted index for each dataset using Apache Lucene API. 
The number of distinct keywords (i.e. terms) in the resulting inverted index for 
each dataset is as shown in Table 1. 

4.3.   Results: Characteristics of Some Socio-topical Web Keywords 

As the first step toward the extraction of important topical keywords from a 
series of web snapshots, in this paper, we will study the characteristics of such 
keywords from our Thai web snapshots. We have selected some topical 
keywords to study their characteristics (see Table 2). In the selection of these 
keywords, we have tried to choose the keywords that are related to events in the 
real world according to the crawl time of the web snapshot. For example, the 
first keyword “�������” (coup) has been selected as an interesting keyword because 
during the end of September 2006, there was a coup in Thailand. 

4.3.1.   The number of documents containing the socio-topical keywords 

Let us now consider the number of documents containing the keywords (D+). 
From Table 2, it can be seen that the D+ value is increasing when the 
corresponding real-world event is approaching or when the corresponding topic 
is gaining more interest from the society. For example, in the case of socio-
topical keyword “New Year”, it can be seen that its D+ value is increasing 
sharply when the “New Year” is approaching (i.e. from 273 in December 2006 
to 1772 in January 2007).�

4.3.2.   IDF scores of the socio-topical keywords 

The IDF score of each keyword in the inverted indexes was calculated using 
Equation (1). The range of the IDF scores for the keywords in our dataset is from 
1.0 to 12.0. Table 2 shows the IDF scores of some selected socio-topical web 
keywords in our Thai dataset. 

According to our observation, the IDF scores of the keywords that are 
related to the real-world events are mostly in the middle part (i.e. 3.5 to 6.5) of 
the IDF scores ranking. From Table 2, the IDF scores of all keywords do not 
significantly vary over time. 
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Table 2. IDF scores and D+ of some socio-topical web keywords. 
 

IDF scores 
(Number of documents containing keywords; D+) Keyword 

(meaning) 
Thai2006210 Thai200612 Thai200701 

��������	
 
(New Year) 

8.01 
(190) 

6.98 
(273) 

6.06 
(1772) 

���
��� 
(Coup)�

5.96 
(1476) 

6.29 
(545) 

6.21 
(1517) 

������ 
(Name of a former 
Prime Minister of 

Thailand)�

4.58 
(5705) 

4.78 
(2448) 

5.22 
(4091) 

 
The observations from the study of the characteristics of the socio-topical 

keywords in Section 4.3.1 and 4.3.2 are as follows. 
• The evolution of the number of documents containing the selected socio-

topical web keywords (D+) correctly reflects the trends of corresponding 
real-world events. 

• The evolution of the IDF scores of the selected socio-topical web 
keyword does not significantly reflect changes in the real-world.  

• However, based on the observation that the socio-topical web keywords 
typically have IDF scores within the range of 3.5 to 6.5, it may be 
possible to use the IDF scores for automatically discriminating or 
determining the socio-topical keywords out of a large number of 
keywords in the inverted indexes of the datasets. 

5.   Conclusions and Future Works 

The popularity of the Web as a medium for disseminating information, news, 
ideas, and opinions of the modern society has attracted a lot of interest in using it 
as a tool for observing and understanding emerging social trends, ideas, and 
opinions. To facilitate this kind of sociological research, we have conducted a 
preliminary study on the characteristics of socio-topical web keywords sampled 
from a series of Thai web snapshots.  

Two attributes of each sampled socio-topical web keywords were 
investigated: (1) the number of documents containing the keywords, and (2) the 
inverse document frequency (IDF) scores of the keywords. According to our 
experimental results, we found that the evolution of the number of documents 
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containing the socio-topical web keywords correctly reflects the trends of 
corresponding real-world events. We also found that a socio-topical web 
keyword typically has an IDF score within the range of 3.5 to 6.5. 

As for the future works, we will evaluate and improve the quality of the 
inverted indexes produced by the ThaiAnalyzer package [10]. We also planned 
to crawl a larger number of Thai web pages more frequently. 
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